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Chapter 1

Medical Models in Education

Medical models are widely used in education, and their use is on the 
increase. Every year growing numbers of young people are diagnosed 
as having learning disorders, and the treatment is frequently the pre-
scription of drugs. The language of ‘diagnosis’, ‘disorders’ and ‘treat-
ment’ is medical, and we have come to think that the use of these 
terms is appropriate for the discussion of educational questions. The 
idea that education is susceptible to medical treatment reaches its 
height in the concept of cognition enhancing drugs, or ‘smart pills’.

There is a great deal of attraction in the idea that one can take a 
pill and immediately become smarter. In many other walks of life, 
taking a pill is seen as preferable to engaging seriously with the issues 
involved – a diet pill is easier than controlling one’s food intake or 
taking exercise, taking a vitamin supplement is easier than eating a 
balanced diet in the fi rst place, and taking a pill to control an addic-
tion is preferable to exercising willpower. We have pills to wake up, 
pills to go to sleep and pills to make us happy in the meantime. We 
should hardly be surprised that young people think that taking pills 
is a necessary adjunct to enjoying an evening out, or a valuable way of 
enhancing their academic performance. This is all part of our gen-
eral and increasing tendency to see all human behaviour in medical 
terms; learning and thinking are seen as bodily functions. In that 
sense education is simply the mirror of society.

In this book I will argue that the use of medical paradigms in 
education is mistaken. I will argue that we accept too readily the 
idea that learning can be enhanced by medical ‘treatments’. But I 
will also argue that the readiness with which medical models are 
accepted points to some underlying diffi culties in the way that we 
think about education.
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At bottom, the application of medical models in education rests 
on the belief that the brain and the mind are so intimately linked 
that an understanding of the brain will completely account for the 
working of the mind. It is diffi cult to fi nd the exact language to 
describe this belief, because it covers a range of positions. Some 
people believe in a strict sense that the brain and the mind are the 
same, and that once the brain is fully understood, the mind will hold 
no mysteries. Others hold to a less rigid, more metaphorical, view, 
that the brain is analogous to a physical organ, like a muscle, that 
can be strengthened through exercise. For the time being I have 
grouped these different views together, because we rarely examine 
this link between the brain and the mind, so we do not always make 
it clear exactly which part of the spectrum we are looking at. It has 
become more or less axiomatic that learning and developing the 
brain are synonymous.

If anything, this unthinking acceptance of the link between educa-
tion and the physical development of the brain has become stronger 
in recent years. Technology has supported this view. Sequencing the 
genome has made it easier to think in terms of fi nding specifi c genes 
for specifi c capabilities. Brain scans and images of living brains have 
made it easier to think that we understand what is happening in the 
brain when we think. And the development of new pharmacological 
agents has made it easier to believe that wonderful enhancements of 
cognition are just around the corner.

In this book I will be arguing that the application of medical models 
in education depends upon this ready acceptance of the link between 
the physical and the intellectual. I will further argue that the popular 
view of a direct link is mistaken, or at the very least requires a much 
more critical examination. For one thing, the idea that all thinking 
can be understood in physical terms grossly undervalues the role of 
the social and the cultural in the development of rounded human 
beings.

Cognition enhancing drugs exemplify this very well, and will be 
an important example in my examination of medical models in edu-
cation. Steroids can help an athlete build up muscle, and by analogy 
a cognition enhancing drug can make the brain more effective. But 
the analogy is a poor one, because, even if we admit that a drug 



 Medical Models in Education 3

can make it possible to think more quickly, or think more (whatever 
that might mean), there remain serious questions as to whether that 
would be the same as thinking better, or being smarter, or having 
ideas that would otherwise have been impossible.

The use of cognition enhancing drugs is the educational topic of 
the moment. Stories in the academic and popular press are common. 
On the 16 April 2007 the BBC broadcast a radio programme called 
The Defeat of Sleep (BBC, 2007). This programme presented a range of 
expert opinion on the use of cognition enhancing drugs – drugs that 
could be used to control weariness, to focus attention or to improve 
memory – in a word, drugs that could be taken to make you smarter. 
The BBC programme was followed, at the space of a few weeks, by 
a feature the Times newspaper (Bee, 2007) presenting very similar 
materials. And other newspaper articles followed, including one in 
the Times Higher Educational Supplement (Tysome, 2007) describing 
the use of such drugs by academics. There is a large, and growing, 
interest in drugs that improve memory, recall and certain mental 
operations which can be summarized as ‘being smarter’.

The newspaper stories covered very similar ground to that covered 
in the BBC programme. The story in the Times, like the radio pro-
gramme, reported the work of Danielle Turner and her colleagues at 
the University of Cambridge. She was quoted in the Times as saying 
(of modafi nil): ‘It seems to improve short term memory, the ability 
to plan and process information, and helps a person to be less impul-
sive and more refl ective about their decision-making, which lends 
itself to greater accuracy’.

The high level of interest in the popular media is accompanied by a 
willingness to take advantage of such drugs. The market for them was 
estimated to be worth as much as $500 million a year in the USA alone, 
with as much as half of that being off prescription use (which is to say, 
the use of those drugs by students and others hoping to improve their 
performance) (BBC, 2007). The market looks likely to increase. The 
drugs that are currently being used include ritalin, which has been 
used in the treatment of Attention Defi cit Hyperactivity Disorder 
(ADHD) for some time, and modafi nil, but these seem destined to be 
joined by a family of drugs developed more specifi cally for the pur-
pose, the amperkines.
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But when I reviewed this material in the press and on the radio 
I was struck by two outstanding features of the reporting. The fi rst 
was that commentators seemed to be all too willing to leap to the 
conclusion that a modest improvement in short-term memory and 
powers of concentration amounted to ‘being smarter’. That is to say, 
there seems to be a presumption that these pills defi nitely do work. 
Commentators started from the assumption that a pill should be 
able to make people smarter, without much need for further exam-
ination. When they should have been asking such questions as, ‘Does 
improving our memory really count as being smarter?’, they leapt to 
the conclusion that pills do make people smarter, and rushed into 
the ethical questions of whether that would raise new issues of edu-
cational inequality.

The second important feature of the reporting was the question of 
who was thought to be the appropriate expert to comment on the pos-
sible action of ‘smart drugs’. There were opinions of neurobiologists, 
animal behaviour specialists, sleep disorder specialists, medical ethi-
cists, psychologists and doctors. Comments from educationists were 
either rare, or completely absent. It is part of the phenomenon of 
the widespread acceptance of medical models in education that edu-
cationists and teachers are presumed to have no relevant, specialist 
knowledge when addressing educational issues. I shall be arguing 
very strongly that this view is mistaken, and that the specialist know-
ledge of educators is of greater relevance that the knowledge of doc-
tors, neurologists and even psychologists.

These two features of the reporting are, of course, related, and 
indicate a willingness on the part of general public, and of the popu-
lar media on their behalf, to view mental performance as a bodily 
function like any other. We have seen a distinct, and growing, ten-
dency to see educational failures in medical terms. Doctors, rather 
than educationists and teachers, are seen as the appropriate experts 
to talk about, and treat, educational conditions such as ADHD.

The ease with which members of the general public could be 
drawn in to the notion that ‘smart drugs’ are possible, indeed avail-
able and effective, suggested to me that the belief that the mind 
could be equated with the brain was an extremely widespread one. 
And the terms in which the experts discussed the issues involved 
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suggested that they saw the relationship between the mind and the 
brain as completely unproblematic. Indeed it seemed to me that the 
idea of smart drugs rested on a rather simple equivalence of mind 
and brain – a concept that can be described as materialism.

Let us suppose that a person who takes modafi nil is able, on aver-
age, to remember a 9-digit telephone number, where their normal 
performance was the ability to remember a 7-digit telephone num-
ber. The leap from this to the conclusion that modafi nil will make 
you ‘smarter’ is so huge as to be nearly unimaginable, were it not the 
case that this seems to be a step that most people fi nd natural and 
obvious. We are immersed in a culture where we can all too easily 
think that we are on the verge of developing an understanding of 
the inner workings of the brain – and we tend to equate that with the 
inner workings of the mind.

If the capacity and activity of the mind could be directly related 
to the activity of the brain, then it makes sense to think that drugs 
which improve the functioning of the brain will make us smarter. It 
is fairly easy to think in such physical terms. If the blood supply to 
the brain could be improved, if the metabolism of brain cells could 
be increased, if connections between brain cells could be multiplied, 
then we might be able to think quicker, better and smarter. We would 
have to put a lot of unanswered questions to one side, such as whether 
we know how brain activity is linked to thinking, and whether having 
more connections between brain cells is benefi cial, but at a super-
fi cial level the argument seems to be compelling for most people. 
And if most people buy in to the idea that brain activity is good for 
the mind, then it also makes sense to think of exercise and drugs as 
appropriate ways of developing the brain/mind in a way that is analo-
gous to the use of weight training or steroids for developing muscles. 
The examination of the idea of smart drugs, therefore, is an interest-
ing way of examining the underlying values of materialism, and the 
way in which we think about our own thinking.

The concepts of materialism, and the idea of the brain as some 
kind of muscle, are very deeply engrained in the popular psyche. 
Many commentators, and many members of the general public, 
can leap, without much diffi culty, from the notion that taking a 
pill can help us to remember a telephone number for 10 minutes 
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to the idea that taking a pill could make us geniuses. This leap was 
often accompanied, in the stories about smart drugs in the popular 
media, by some very shaky logic, including the argument that ‘cog-
nition enhancers’ must have a positive effect, or we would not call 
them ‘enhancers’; enhancement necessarily involves improvement. 
The use of such arguments leaps over a number of important ques-
tions, not least of which is whether such optimism was justifi ed. What 
is it that we believe about education and learning that makes it easy 
to bridge that gap between laboratory-based tests of recall and the 
performance of politicians, scientists and philosophers? How do we 
reach the conclusion that the world would be a better place if only we 
could remember more phone numbers?

The exploration of that central question, ‘What do you have to 
believe about education in order to assume that these smart pills 
will work?’ is the focus of this book. And in order to explore it, it is 
necessary to examine the whole question of the link between mental 
processes and brain processes, a question that has occupied some of 
the best philosophical thinkers over centuries. Before we move on 
too quickly to the question of whether we ought to take these pills, 
we should fi rst examine whether they can do what we seem only too 
willing to assume. The fi rst lesson that I would want to draw is that 
the link between the brain and the mind is a complex one, and not to 
be glossed over quite so quickly. In the rush to get on to what is con-
sidered the more interesting question, nobody seems to be asking 
whether the effects that are reported in the research literature are 
compatible with the expectations which are being raised for these 
drugs.

The ‘more interesting question’ which commentators prefer to 
address is whether, on the assumption that these pills are effective, 
it is ethical to take them. And in addressing this question, the most 
commonly used analogy is with caffeine. If students use coffee and 
glucose to stay up the night before exams going through their last 
minute revision, is there any real difference if they take a drug which 
does much the same, but is more effective?

But long before we get to that question, other concerns should have 
been addressed. If caffeine is a good analogue for smart pills, then 
there are a few things about caffeine that we should bear in mind. 
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I take a lot of caffeine, because I like to drink tea and coffee. I may 
also be addicted to caffeine. But I do not take caffeine to make me 
smarter, because I know that the research evidence on the long term 
effect of caffeine is equivocal at best. It makes me feel more awake, 
but that seems to be because the absence of caffeine in the system of 
a coffee addict depresses performance, rather than caffeine increas-
ing performance. After long exposure to coffee in the morning, caf-
feine simply brings me back to the level that I would have been at had 
coffee never been discovered.

In any case, I would not be advising my students to stay up the 
night before an exam doing last minute revision. I know that that 
kind of learning, which has been described by those who study adult 
learning as surface learning, is the least effective way of addressing 
an exam. Immersing oneself in learning over a long period of time, 
fi tting the new learning into one’s ways of thinking, and using that 
learning in developing experience, which has been described as 
deep learning, is much more effective in the long run. The night 
before an exam I would be advising my students to go home and get 
a good night’s sleep, confi dent that they had learned all they needed 
to for the exam. Or to put it another way, caffeine can be a support, 
but only for the least effective learning methods. Should we not, per-
haps, focus on the ethical question of how ‘smart pills’ should be 
described, so as not to give the impression that they can do what they 
cannot.

Coming back to the question of who are appropriate experts to 
comment on the use of smart drugs, and what counts as appropriate 
expertise, we should be seriously concerned by the extension of med-
ical models into the area. In the various popular expositions in the 
press about cognition enhancing drugs, the opinions of various pro-
fessionals were presented – psychologists, doctors, neuro- biologists, 
medical ethicists, pharmacologists. Everybody that you could imagine 
had an opinion, in fact, except for educationists. Everybody thinks 
that they understand education without the need for any specialist 
knowledge. We have all had an education, and therefore believe that 
we fully understand it.

Our understanding of the phenomena of learning, therefore, suf-
fers a double blow: fi rstly we assume it is the sort of commonsense 
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activity that can be understood without any specialist knowledge, 
and secondly, when we feel the need to go beyond the most appar-
ent commonsense, we apply medical models. However, those medical 
models tend to be applied unrefl ectively, either because of our faith 
in the mystique of doctors, or because we do not think that the con-
tent of education requires much examination. It is, after all, some-
thing that we are all familiar with.

This tendency to view mental processes as though they were phys-
ical functions of the brain appears to come to us quite naturally. In 
fact, this is exactly the assumption that needs most critical exam-
ination. If we try to understand learning in medical terms we con-
demn ourselves to understanding only the most mechanical and least 
human parts of learning. This is because learning is unlike other 
bodily functions because the process and content of learning are 
quite as important as the fact that we learn. A contraction of the mus-
cle is much the same whether we use it to pick up a book or to pick 
up a gun. The thoughts that inspire those two different movements 
may look rather similar in mechanical terms, or on the screen of a 
scan of brain activity. But the content of the thought which inspires 
those different actions may be very different. Trying to understand 
learning in physical terms is very like the famous assumption that a 
Shakespeare play might be written by chimpanzees with typewriters.

In the summer of 2007, the New Scientist carried a cover story under 
the title ‘Remote control brains’ (Fox, 2007). The essentials of the 
story were that scientists had managed to genetically modify the neu-
rons of a worm so that the fi ring of those neurons (and the conse-
quent contraction of a muscle) could be triggered by blue or yellow 
light. By judicious selection of the neurons which were sensitive to 
light of each colour, and by fl ashing light of alternating colours, the 
scientists were able to make the worm contract fi rst on one side and 
then on the other.

This may or may not be a giant leap forward for wormkind, but sci-
entists are not shy in pointing to the implications of the development:

The worm is in the vanguard of a revolution in brain science – 
the most spectacular application yet of a technology that allows 
 scientists to turn individual brain cells on and off at will. ‘It’s really 
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changing the whole fi eld of neuroscience,’ says the worm’s devel-
oper, neurobiologist Alexander Gottschalk of the University of 
Frankfurt . . . 

‘We’ll be able to understand how specifi c cell types in the brain 
give rise to fuzzy concepts like hope and motivation,’ predicts Karl 
Deisseroth, a psychiatrist at Stanford University who is spearhead-
ing some of the work. (Fox, 2007: 30)

The scientists then went on to speculate that, once they had overcome 
the small diffi culty that the skulls of human beings are opaque, they 
would be able to stimulate in a human brain small groups of neu-
rons, or even single neurons. Or, in the words of Gottschalk, ‘In prin-
ciple, any behaviour controlled by neurons could be mimicked by 
turning exactly the right cells on and off using light’ (Fox, 2007: 33). 
And of course, by ‘any behaviour controlled by neurons’, he means 
‘any thought, word or deed’.

Now just consider for a moment the hubris involved in that jump 
from making a worm wriggle to thought control. It involves the idea 
that we could not simply assert that a thought corresponded to the 
fi ring of a neuron in the brain, but that we could identify a particular 
thought with a particular neuron, presumably on the grounds that 
the same neuron had the same purpose in every person we encoun-
tered. And this in turn would lead to a number of rather puzzling 
questions: why did our ancestors develop specifi c neurons millions 
of years ago? why did they need the neuron that corresponded to the 
thought of a microwave oven? and, if they had that neuron, why did 
it take so long for them to invent the microwave oven?

This takes us into realms that have been of interest to philosophers 
over centuries. One might remember Plato’s view that all learning 
was ‘unforgetting’, that one was born with an unconscious know-
ledge of the ideal forms, and one simply needed to be ‘reminded’ of 
them through experience. That is extraordinarily similar to the idea 
that we are born with a brain that is structured for specifi c thoughts, 
and we simply have to learn what it is in our environment that those 
thoughts attach to. But it also means that our early ancestors, who 
developed this brain that we inherit, had to have brains that would 
cope with every possible thought that anybody could have now, and 
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in the future. It was a not dissimilar line of thought that lead scho-
lastic philosophers to ponder how many angels could dance on a 
pinhead.

That is to say, thinking about a mechanistic, physical base for 
thought in the brain, raises all kinds of philosophical questions that 
have not been solved despite centuries of concentrated attention. 
Needless to say, those people who are advocates of the advantages 
of cognition enhancing drugs are not going out of their way to draw 
attention to such philosophical diffi culties. They would have you 
believe that the issues are straightforward. Indeed, as one of the con-
tributors to The Defeat of Sleep (BBC, 2007) put it, if the outcome of 
using such drugs was not benefi cial, we would not call then ‘enhanc-
ers’. Enhancement, by defi nition, represents an improvement. With 
arguments like that we should not, perhaps, be surprised that the 
advocates of this brave new world are prepared to disregard two 
thousand years of philosophy.

In fact, those advocates also overlook the fact that Brave New World 
was a dystopia, not a utopia. Soma, the drug of choice in Huxley’s 
world, was used to keep the populace under control, while rigid classi-
fi cations of intelligence were used to structure the societal hierarchy. 
Of course, the use of cognition enhancing drugs does not necessarily 
imply such a rigid social order. But their use does seem to be linked 
with a concern over aggressive competition, and the need to ensure 
that one’s nearest and dearest come out ahead in the race to improve 
intelligence. Thus the principal moral question raised in The Defeat of 
Sleep (BBC, 2007) was not whether it was ethical to give such drugs 
to young children, but whether it would be ethical to withhold them 
from one child when other children were using them to advantage 
in the educational competition for professional advancement. Brave 
New World has undergone a similar transition to the one that has 
happened to the Midas touch; what started out as a warning and an 
intended curse has been taken to the bosom of popular culture as a 
blessing and a desirable goal. It would seem that, in order to sustain 
our materialist beliefs, we are prepared to recast the warnings that 
can be found in popular culture to conform to our present views.

Overall, the impression raised by The Defeat of Sleep (BBC, 2007) and 
other similar journalistic reports on the use of cognition enhancing 
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drugs is that in order to believe in their effi cacy it is necessary to 
ignore huge swathes of philosophy and/or popular culture. Without 
even trying to extend the list that might be involved to Plato or 
Descartes, it seems that those who advocate or are developing cogni-
tion enhancing drugs are blissfully ignorant of the work of Chomsky, 
Wittgenstein and Popper. That is to say, in order to believe in the 
effi cacy of smart drugs, we need to ignore some of the central prob-
lems of twentieth-century philosophy, relating to language, the use 
of language, and how the development of language is linked to the 
structure of the brain.

It was these refl ections that led me to the central question of this 
book, ‘What would one have to believe about intelligence, in order 
to be able to believe that taking a pill could increase it?’ The fact 
that we can easily believe in such a pill is an interesting clue to what 
we actually believe about learning and intelligence. However mis-
guided, the belief that there might be such a smart pill will shape 
how we address educational issues, and how we think about the pro-
cess of self-improvement through education. Following that trail is 
the purpose of this book.

When I discussed this project with a friend, he suggested that I 
should look at a short story by Daniel Keyes (1959) called Flowers for 
Algernon. The story, written in the fi rst person, describes the devel-
opment of a janitor of limited intelligence who is the subject of an 
experiment by doctors who have discovered a miracle operation that 
will enhance intelligence. The story is a tragedy on two fronts. In the 
fi rst place, enhanced intelligence does little for the janitor in terms 
of increasing his satisfaction with life. Initially, it shows him that he 
is the butt of his workmates’ jokes, and that he is not as well liked as 
he had previously thought. But as his intelligence increases above 
normal levels, he is also cut off from friendly, social intercourse with 
anybody at all. Intelligence is presented as the exclusive property of 
the socially inept.

But the central tragedy of the story is that the hero discovers that 
he is not the fi rst to undergo this operation. His precursor is the 
eponymous Algernon, a mouse of prodigious intellect, who has suf-
fered for his increased ability to fi nd cheese in mazes, not only by 
social isolation, but also by premature death. The implied equation 
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is that a being only has so many thoughts for a lifetime, and once they 
are exhausted (even when one has run through them too quickly by 
having a surgically enhanced brain) the being dies.

This story has a number of interesting features that highlight how 
intelligence is viewed in the popular imagination. In the fi rst place, 
it is assumed to have a directly physical base which can be subjected 
to manipulation. Although in the story the manipulation is surgical 
and in real life it is supposed to be pharmaceutical, the idea that 
a simple intervention can produce prodigious changes is relatively 
easy to grasp. The story then presents the resulting heightened 
intelligence in very negative terms; intelligence is isolating and a 
social handicap. Presumably, although the image of the intelligent 
but socially inadequate nerd is widespread, increased mental per-
formance must be seen as positive in real life, or people would not 
be spending $500 million a year trying to secure it. But one area 
where the story does signal an improvement over real life is the note 
of caution, and the understanding that such procedures might have 
attendant risks.

The risks described in the story may arise from the assumed phys-
ical basis of intelligence, and may for that reason be suspect, but 
nevertheless the idea that there might be risks seems in every way 
superior to the assumption that is being made by the advocates of 
modafi nil and amperkines, that they are necessarily benefi cial and 
have no adverse side effects. People have generally been conservative 
about new technologies, and have suggested that the older technolo-
gies have in some ways represented a natural limit to human capabil-
ities, as when it was supposed that travelling at speeds greater than 
30 miles per hour would crush the body. I would not wish to reject a 
technology on the grounds that it was new and unknown. However, 
I do think that perhaps more caution is warranted than is suggested 
by the claims of Gary Lynch, Professor of Psychiatry and Human 
Behavior at the University of California at Irvine (BBC, 2007) that 
we understand everything about these drugs, and there are no nega-
tive effects.

Whether or not there are negative physical effects, we need to be 
on guard against negative psychological effects. Much of what passes 
as ethical reasoning among those who think that these drugs are a 
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good idea is on a par with the observation that students have always 
used caffeine to help them with last minute cramming and learning 
before an examination, and that modafi nil performs much the same 
function, but better. As noted above, those who have studied learn-
ing among university students have come to the conclusion that a 
distinction can be drawn between surface learning and deep learn-
ing. Surface learning involves learning by rote, capturing separate 
items of information, for the specifi c purpose of passing an exam. 
Deep learning involves engaging with the material and its contents, 
and incorporating it into the body of knowledge that one had before, 
reordering where necessary that basic store of knowledge which 
one had incorporated into one’s world view. And what we know is 
that surface learning is of little long term benefi t, and that most of 
what is learned is soon forgotten, while deep learning involves the 
acquisition of knowledge that can be retained much more effectively 
because it has been appropriately integrated with knowledge devel-
oped earlier.

And here we face the real moral dilemma presented by drugs such 
as modafi nil. If they, like caffeine, are effective in promoting what 
is recognized as the least effective form of learning, should we be 
promoting them? By admitting the use of such cognition enhancing 
drugs, are we not promoting the idea that surface learning is good 
learning, or even the only kind of learning that is important, and 
that passing an examination by last minute cramming is intelligence. 
We are in danger of passing on to younger generations a completely 
misguided notion of what learning is all about, by accepting that 
drugs might promote it. The one question that was never addressed 
in The Defeat of Sleep (BBC, 2007) was the educational question; do 
these drugs actually promote or enhance an activity that is educa-
tionally desirable?

It may seem odd to ask whether increasing intelligence or improv-
ing cognition is an educationally desirable outcome. But perhaps 
more light can be shone on that question by examining The Defeat 
of Sleep (BBC, 2007) in more detail. The programme packed a great 
deal into 30 minutes, if not much detail. The opening segment, of 
about 10 minutes’ duration, was devoted to the background to the 
use of such drugs, particularly in the military. Modafi nil had been 
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used by soldiers on active duty to maintain alertness during long 
periods in action. Soldiers in the fi rst Gulf War used these drugs to 
maintain their activities while in action for periods of 24, 36 or even 
48 hours.

However, the evidence, as described by Greg Belenky of Washington 
State University in the programme, was that low level mental activity 
could be maintained for long periods, while high level activity dete-
riorated dramatically (BBC, 2007). The example given was that the 
ability to target a moving vehicle was maintained (low level activity), 
but that the ability to exercise judgement about which vehicles to 
target deteriorated (high level activity). Between these two perform-
ances, there entered a range of possibilities, not the least of which 
was an increased likelihood of ‘friendly fi re’ incidents, where sol-
diers could effectively and effi ciently fi re at the wrong targets. The 
application of cognition enhancing drugs appears to be effective in 
producing capable automata, not prudent human beings. If that is 
not enough to give us pause for thought about what we mean to pro-
mote when we ‘enhance’ cognition, perhaps the next observation of 
the same contributor should be – namely that among the low level 
activities that these drugs enhance, performance on standard intelli-
gence tests seems to be included.

As noted above, this was linked to the reports of the work of 
Danielle Turner. She undertook experiments at Cambridge University 
on the performance of young, healthy males in some tests of mental 
agility. After taking modafi nil, these subjects found that they could 
remember a slightly greater number of digits than previously, and 
could solve simple problems with more assurance. It should perhaps 
be noted that if the tests were conducted with students of Cambridge 
University, these may not be typical results. Cambridge University 
undergraduates will be among that segment of the population that 
has shown itself to be most capable of managing their own memory 
and of focusing their attention on problems. I will be returning to 
this question, the view of education and learning as a process of self-
management, as described by Vygotsky, later. At this point I would 
simply point out that the preparation of Cambridge undergraduates 
is by no means neutral with regard to the development of self-control 
in the management of memory and problem solving.
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The audience was barely left time to wonder whether learning 
9-digit telephone numbers rather than 7-digit telephone numbers 
was a mark of improved intelligence, before having to face the sug-
gestion, from Lynch, that it was not merely a mark of intelligence, 
but possibly a mark of genius. The question is a diffi cult one. Can we 
imagine what it would be like to be more intelligent than we are? If 
we really could understand what it would be like to be more intelli-
gent, and to have more profound thoughts, would we not already be 
more intelligent? What would it be like to have thoughts that were 
beyond the ordinary?

Lynch’s argument was based upon a classic paper in psychology 
by George A. Miller (1956) entitled, ‘The Magic Number 7 Plus or 
Minus 2’. In that paper Miller argued that people seemed to be able 
to keep only a limited number of items in active memory, normally 
between fi ve and nine. The suggestion that Lynch offered us was, 
effectively, that more is better. If the normal person can hold seven 
items in their immediate memory, and manipulate them, then might 
it not be possible for a genius to hold nine things in their mind at one 
time and manipulate them?

The important point about Miller’s original paper is that, unlike 
Lynch, Miller did not equate being able to memorize seven digits 
with being able to keep a certain amount of information in mind. 
To understand this distinction, Miller conducted experiments with 
subjects who were asked to remember strings of random digits. The 
result was that they could remember more or less seven, and this 
result was the same whether they learned the numbers in a binary 
or in a decimal counting system. But much more information can be 
coded into seven decimal digits than into seven binary digits. This is 
presumably why computer engineers (the most likely candidates to 
think routinely in binary) actually count in hexadecimal, where four 
binary digits are represented in a single symbol. Miller’s conclusion, 
although apparently not Lynch’s, was that this told us something 
about the way people organized the information they remembered, 
or in Miller’s term, how they ‘chunked’ it. The novice and the expert 
would each be able to remember seven things about the topic, but 
the expert’s seven ‘chunks’ would contain much more information 
than the novice’s.



16 Using the Medical Model in Education

Revisiting Lynch’s argument, having the ability to store only seven 
items of information in active memory may be a pressing stimulus 
to reorganize our ideas periodically as we learn, a stimulus which 
would weigh less heavily on the person who could naturally remem-
ber more. Far from being a genius, the person who could simply 
remember more might be less like a genius than the normal person. 
The argument might go either way. But we probably need to answer 
Lynch’s original question of whether a better memory necessarily 
makes a more profound thinker, in the negative.

The idea that we can only hold seven things in active memory at 
one time may indeed be an important educational idea, and there 
may be important implications for pedagogy, as developed in cogni-
tive load theory by John Sweller and his colleagues. I shall return to 
these at greater length in Chapter 5. But the idea that more effective 
memory is the distinguishing feature between normal people and 
geniuses seems to me to be the most terrible nonsense.

Some years ago I had a conversation with a friend, then in his late 
eighties, who complained that he was less able to remember things 
than he had been in former times. I asked whether he found that frus-
trating. He answered that he did not really think so, as poor memory 
was a stimulus to simplicity, and that he found he could think more 
clearly as a result of poor memory. On that basis, an excess of ability 
in memory may actually inhibit the reorganization of thoughts along 
simpler lines and prevent the emergence of genius.

I have no reason to think that he was deluding himself, and sus-
pect that he was correct when he said that the deterioration of his 
memory was a stimulus to more incisive thought. It would be a rash 
and immoral step to jump to the conclusion that we should therefore 
infl ict brain damage on people in order to make them smarter. In his 
case deteriorating memory, linked with worsening sight and hearing, 
exerted a pressure to be more economical with the resources that he 
had available. That is a very long way from establishing a necessary 
link between his circumstances and improved thinking. But in other 
circumstances we do believe that it is clear what kinds of changes to 
brain performance will support better thinking.

In order to believe that cognition enhancing drugs can work, one 
needs to believe that they can have a direct effect upon the physical 
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basis of intelligence. And, of course, for that to happen, one has 
to believe that intelligence has a physical basis. Brain science, or 
neurophysiology, appears to offer a key to unlocking this problem. 
However, although intelligence clearly has a physical basis in one 
sense, namely in the sense that nobody can think that does not have 
a brain, the exact link between the operations of the brain and the 
workings of the mind are less clear, and open to a good deal of inter-
pretation. I therefore saw a study of cognition enhancing drugs as a 
good way of entering the question of what brain science can tell us 
about educational processes.

As it happens, two major studies of exactly this question have recently 
been made, one for the Organisation for Economic Cooperation and 
Development (OECD), and the other for the Teaching and Learning 
Research Programme (TLRP) in the UK. The TLRP is funded by 
the Economic and Social Research Council, and it commissioned 
a review of what brain science can tell us about educational issues 
(TLRP, 2007). A similar brief was set for a review of educational 
implications by the OECD, resulting in the book Understanding the 
Brain: The Birth of a Learning Science (OECD, 2007).

In answer to the question, ‘What can brain science tell us about 
educational processes?’ the answer given by both studies appears to 
be not very much. The OECD study concluded:

There are few instances where neuroscientifi c fi ndings, however 
rich intellectually and promising for the future, can be used cat-
egorically to justify specifi c recommendations for policy or prac-
tice. Indeed, one of the messages from this activity . . . is that we 
should beware of simplistic or reductionist approaches, which may 
grab the headlines or offer lucrative opportunities but which are a 
distortion of the knowledge base. (OECD, 2007: 152)

Indeed, the OECD study is anxious to dispel some myths that are 
based on a supposed understanding of brain science. For example, 
one of the common extrapolations from brain science to education 
is based on the physical observation that connections between brain 
cells seem to increase very rapidly in the early years of a child’s life, 
to be followed by a period when those connections are thinned out 
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or culled. This factual history of brain development has then been 
extended to the educational sphere, in the assertion that there are 
specifi c learning tasks that should be, or can only be, associated 
with those periods of brain development. These speculations about 
the impact of brain development on learning have included the 
idea that bilingualism must be developed at a certain age, or that 
mathe matics, or even some physical skills such as swimming, can be 
learned most easily at particular stages of development. This idea, 
which both the OECD and TLRP describe as a myth, that there are 
very specifi c windows of opportunity for learning particular con-
tent or methods, arises mainly from an extension of observations of 
brain development onto the educational fi eld by those who are not 
specialists in education.

Generally speaking, as the reports by the OECD and TLRP stress, 
educational studies of supposed ‘windows of opportunity’ suggest 
that even where there is some evidence from classroom practice for 
the existence of such windows, they are much less rigid than the biol-
ogy of the brain would lead us to believe, and they can be extended 
by a range of motivational factors. For the most part, what we know 
about educational processes arises from a direct study of educational 
processes, and brain science adds relatively little, if anything, to that 
understanding. On the other hand, where the results of brain sci-
ence are not linked to more established studies of education, the 
implications of that brain science remain speculative in the extreme. 
This highlights the danger of leaving specialists in brain science to 
develop ideas that may impact on educational policy or practice, 
unless their work is subjected to critical scrutiny by educationists.

This failure to link brain science to educational performance may 
seem odd in the light of the fact that the techniques for scanning the 
activity of living brain tissue have developed dramatically in recent 
years. We can now have very detailed pictures of which parts of the 
brain are active in which kinds of thought processes in particular 
individuals, in a way that was not possible until very recently. But 
even so, drawing concrete conclusions about how thinking relates to 
brain activity remains a problematic process, as I shall discuss more 
fully in the next chapter.
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But when the TLRP and OECD studies move on to the question, 
‘What are the future prospects that brain science will have important 
implications for education?’ the studies are much more sanguine. In 
spite of the fact that currently brain science can tell us little of value 
in the classroom, apparently we can be sure that it will in the near 
future. And the reason for this, we are told, is that educational stud-
ies can indicate how processes are linked together, but brain science 
will be able to offer defi nitive explanations as to why this is the case; 
education research can illuminate the ‘how’ of educational practice, 
but brain science will provide the ‘why’.

But the neuroscientifi c contribution is important even for results 
already known because: it is opening up understanding of ‘caus-
ation’ not just ‘correlation’ and moving important questions from the 
realm of the intuitive or ideological into that of evidence; by reveal-
ing the mechanisms through which effects are produced, it can 
help identify effective interventions and solutions. (OECD, 2007: 153; 
italics in original)

This general conclusion, or what the TLRP report calls, ‘The need for 
cautious optimism’ (TLRP, 2007: 24) stands in rather stark contrast to 
some of the specifi c evaluations of ‘brain-based’ programmes:

Since the 1990s, an increasing number of educational programmes 
have claimed to have a ‘brain basis’. There are few examples of 
such programmes having been evaluated, and they often appear to 
have developed without neuroscientifi c scrutiny. (TLRP, 2007: 15)

And that is mild criticism compared with some of the detailed descrip-
tion of specifi c programmes. Yet in spite of that we are encouraged 
to think positively about the contribution that neurophysiology will 
make in the future. Popper (Popper and Eccles, 1983: 96–7) has 
described this position as ‘promissory materialism’, and I fi nd that a 
useful way of describing it – a prediction or positive expectation of 
what science is about to discover. And Popper is highly critical of any 
such stance. But the curious tenacity of materialist views on the link 
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between mind and brain, even on the part of those who are scep-
tical and critical of specifi c attempts to link mental functions with 
brain functions, suggests that promissory materialism is central to 
the popular view of intelligence and education.

Promissory materialism is really a very strange piece of reasoning. 
Medical models of intelligence have, in the past, been almost com-
pletely ineffective in providing any insight into how the mind works. 
From phrenology to modern brain scans, very little has been added 
to what educationists knew about the processes concerned. But for 
the past hundred years we have been expected to believe that the 
great breakthrough was just around the corner. There seems to be 
no more reason to believe that this is true now, any more than it was 
in the past.

On the contrary, the belief that physical science models will release 
the secrets of consciousness appears to be based on two quite contra-
dictory principles. The fi rst is that there is a direct physical link 
between physiology and thought, which is to say that consciousness is 
essentially physical. This would seem to be the position of the behav-
iourists, who thought (or think) that one should approach behav-
iour modifi cation as a scientifi c question of stimulus and response. 
Thus if particular nerves are stimulated, particular responses can be 
anticipated. In that sense, the physical understanding of the brain 
appears to be quite in line with the project of behaviourism. But on 
the other hand, behaviourism denies the need to understand con-
sciousness at all. What happens in the mind is a ‘black box’ with 
which the researcher need not concern himself/herself. Only the 
outcome is important.

So, on the one hand, explaining the physical basis of conscious-
ness appears to be a goal which is quite amenable to behaviourist 
approaches, but on the other it is a goal which behaviourism renders 
completely pointless. This dilemma will form the basis of Chapter 2 
in this book.

In Chapter 3, I will go on to examine the question of what, if any-
thing, is ‘hard-wired’ into the brain. The expression itself is redolent 
of the technology of early computers, and the metaphor of the brain 
as a computer is much, if inconsistently, overworked. In that chapter 
I will examine the question of whether the computer is a good or 
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poor metaphor for the brain, particularly in relation to language 
use, and the philosophies of Wittgenstein and Chomsky.

In Chapter 4 I come back to the idea of the brain as a computer, 
and ask whether anything is, indeed, ‘hard-wired’ into the structure 
of the brain. In order to pursue that question it will be necessary to 
engage with some of the leading philosophers of the twentieth cen-
tury, Wittgenstein, Chomsky and Popper. Although I tend to the view 
that there is very little that is hard-wired in the brain, and that any-
thing that might be is relatively unimportant, such conclusions are 
not necessary to an understanding of the shortcomings of popular 
expositions on smart drugs and the physical nature of thinking. All 
that is necessary to put such popular accounts into perspective is the 
recognition that the question is a vexed one.

In order to develop a fuller understanding of the effect that 
smart drugs might have on intelligence, it is important to examine 
exactly what it is that we mean by the concept of ‘intelligence’. This 
is the question that I address in Chapter 4, examining measures 
of intelligence, including some fairly radical departures from the 
older traditions of testing such as the work of Gardner on emotional 
intelligence.

In Chapter 5 I return to the paper by Miller (1956) on the sup-
posed ability of the brain to keep only a limited number of items in 
active memory at a time. Miller’s approach did not lack sophistica-
tion, and he was cautious in leaping to any very general conclusions. 
In both respects he could well serve as a model for his commentators. 
Exactly why Miller’s own arguments undermine a simplistic view of 
smart drugs, and a possible development of his thought into the fi eld 
of education, are examined. Again, the result is to highlight the com-
plexity of the issues involved.

In Chapter 6 I present an alternative view of learning, based on the 
theories of Vygotsky and Mead. Something like a consensus is form-
ing in educational circles that learning is best explained in terms of 
a theory based on Vygotsky’s work, under the general description 
of ‘constructivism’. This will be developed more fully in this chap-
ter to explain, not only why thinking and learning should not be 
thought of as physical processes, but also why a particular form of 
constructivism offers a better way of understanding how learning 
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can be improved. This chapter is called ‘Attention Defi cit’, because 
Vygotsky argued that through a process of conditioning refl exes we 
can progressively gain increased control over our own thought proc-
esses, such as memory and the focusing of our attention. By develop-
ing increased self-control over our own mental faculties, we are able 
to improve the way that we think, implying that the physical nature 
of the brain does not limit the way that we can think.

Chapter 7 extends the model of learning developed in Chapter 6, to 
examine its social implications. In particular, I note that society has 
changed and is still changing in a way that means that the amount of 
learning required is increasing. Not everybody fi nds it equally easy to 
fi nd a place in this new society, and opposition to the new organiza-
tion is quite natural in those who fi nd it diffi cult to live and work in 
this way. Those who are too restless to accept the new order are clas-
sifi ed as ‘hyperactive’. The consequences of seeing this social prob-
lem as a medical one renders it incapable of sensible solution.

Chapter 8 underscores this review of the way in which individuals 
can take control of their own development and manage it in con-
scious and productive ways, drawing upon the work of Dweck. Dweck 
argues that there are two basic positions that people take with regard 
to their own intelligence; some people think of intelligence as mal-
leable and capable of development through hard work, while others 
think of it as a fi xed attribute like their height or the length of their 
nose. When faced with challenges, those who believe themselves 
capable of change and development are normally those who rise to 
the challenge. There are overtones here of Henry Ford’s dictum, 
‘Whether you think that you can, or that you can’t, you are usually 
right’. However, it is natural that those who think of intelligence as a 
physical attribute, like height, are more likely to trust physical means 
of enhancing intelligence, like surgery or drugs.

Chapter 9 examines the ‘respect agenda’ and the implications of 
the need for discipline. The concepts of discipline and respect come 
in two forms – discipline imposed from outside and respect for oth-
ers contrasts with self-respect and self-discipline. The latter form 
an integral part of the model of self-control developed by Vygotsky. 
While externally imposed discipline is important in learning, it is 
only a stage of development, and cannot be substituted for the whole. 
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The ‘respect agenda’ as commonly understood, therefore, represents 
a freezing of development in an unhelpful way.

In Chapter 10 I look at possible future directions for education, 
and the implications of the ideas developed in the rest of the book 
for educational practice. It is paradoxical, though not entirely sur-
prising, that standardization and assembly line approaches have sur-
vived longer in education than they have in manufacturing industry. 
We face a fairly clear choice now between maintaining a system which 
insists that young people conform, even if that means using the full 
force of medical science to produce conformity, or radically reorgan-
izing education so that it prepares young people for a world where 
individualism and choice are guiding principles, and refl ection and 
self-management are cardinal virtues.

Finally, in a concluding chapter, I summarize what has been gained 
by a critique of the idea that intelligence can be improved through 
the use of drugs, and recap the main conclusions as to the direc-
tion that education should take to promote real improvements in the 
intelligence of the population.

Popular representations of intelligence and its enhancement rest 
upon certain medical models of thought and thinking, and of the 
relationship between thought and brain activity, which are not exam-
ined and which seem to be taking an increasing hold over the way 
educational problems are conceptualized, to the general detriment 
of education. The assumptions need to be critically examined, par-
ticularly in the light of some of the key philosophical frameworks of 
the twentieth century, namely the developmental psychology of Lev 
Vygotsky, the scientifi c philosophy of George Herbert Mead and the 
linguistic philosophy of Ludwig Wittgenstein. That is to say, the cur-
rent, popular representations of the educational process require the 
rejection of the key ideas of the twentieth century and a return to 
simplistic mind/brain isomorphism.

Popular discussion of educational issues is increasingly dominated 
by medical models, by the use of pathology as a description for spe-
cifi c learning diffi culties, and by recourse to the ‘latest fi ndings of 
neuroscience’. However, when we look at popular accounts of such 
neuroscience, we fi nd that ‘what is now known about the brain’ is 
presented in simplistic and/or downright misleading terms. In 
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 addition, educational pronouncements frequently rely on assertions 
of experts who are working well beyond the area of their specifi c, 
scientifi c expertise.

What is needed is a critical examination of that recent research 
in order to examine how secure the scientifi c base is, and how con-
fi dent we can be when those fi ndings are extended to cover educa-
tional settings. For example, drug tests might involve testing subjects’ 
ability to establish new neural networks (as indicated by brain activ-
ity in an EMR scanner) when specifi c drugs are administered. In 
order to make a legitimate extrapolation to educational behaviour 
it is necessary to establish that new neural networks can be equated 
with ‘having a new idea’ or ‘learning’, and that the kind of new idea 
that might be represented by a new neural network can be equated 
with being ‘smarter’ or ‘more intelligent’. The former question is 
one that relates to brain/mind connection, a problem that has had 
a prominent place in Western philosophical thought since the time 
of Descartes, and is a main line of thinking through the work of 
Wittgenstein and Chomsky. The latter is similarly a key problem for 
education, and relates to the concept of intelligence and its forma-
tion, which has preoccupied educationists since the time of Binet 
and Burt, and continues to fi nd development in the work of Gardner 
and Dweck.

Given the importance and complexity of these key ideas, it seems 
unwise to assume that biochemists can be relied upon to solve them 
in their spare time. What is needed is a serious, but accessible, exam-
ination of what really is known in the fi eld of science of the brain, 
and what, if anything, the implications are for education.



Chapter 2

The Physical Basis of Intelligence

This chapter will look at the idea that a particular idea or brain func-
tion can be identifi ed with a particular part of the brain or collection 
of neurons. It will trace the history of this idea from phrenology to 
its current expression in brain scans and medical reasoning on edu-
cational matters.

In order to believe that drugs can improve intelligence, it is neces-
sary to believe that there is a physical basis for thought in brain func-
tion. The most obvious candidate for such a physical basis is the idea 
that memory is based in specifi c processes, either through the inter-
action of neurons or through the deposit of chemicals in specifi c 
cells. We might call these respectively the electrical and the chemical 
bases of memory. It has also been suggested that both might be neces-
sary, to account for short term and long term memory respectively. 
If that were the case, then the effi cacy of drugs might be explained 
by the action of those drugs in facilitating connections between neu-
rons, or sensitizing neurons to impulses, or in their contribution to 
the synthesis of particular proteins used in laying down memory.

Before getting too carried away with such speculation, however, a 
word of caution might be valuable. Many years ago, I heard G. E. M. 
Anscombe talking about the book Dreaming by Norman Malcolm. 
Anscombe claimed not to have read the book, but nevertheless gave 
a clear exposition of what she thought it was about, namely that 
dreams do not exist at a particular point in space and time as other 
events do, but that the only evidence that we have of dreams is the 
reports of dreamers. As against this view, there is the medical obser-
vation that whenever a person is woken in a sleeping phase involving 
rapid eye movement, they are likely to report a dream. Anscombe 
argued, as it were on Malcolm’s behalf, that if a person truthfully 
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failed to report a dream when they were awoken in those conditions, 
then we would have to conclude that they were not dreaming. The 
majority of people, however, argue that they were dreaming, but had 
failed to remember their dream.

Malcolm’s point here is that, if the report of a dream is the sole, 
reliable proof of its existence, then in the absence of a report we 
should conclude that it did not happen. There is no doubt at all in 
my mind that the majority of people have rejected that argument. If I 
tell people that I never dream, they invariably respond with the argu-
ment, indeed the assertion, that I do dream on average eight times a 
night and that I simply do not recall those dreams. The evidence for 
that is that most people average eight periods of rapid eye movement 
per night in sleep, and that this is equated with the number of dream 
events they experience. In this I simply report what the popular ver-
dict on Malcolm’s argument is, without implying anything about its 
validity as an argument. I have to say that I fi nd it disconcerting that 
people can, and do, express themselves so forcefully in relation to 
their belief that they have a better insight into my own experience 
than I do myself, and that I therefore lean towards Malcolm’s view 
of things, but the matter does not need to be settled defi nitively in 
order to see that there is a thorny philosophical problem here.

What is at stake here is a confl ict between two contrasting ways 
of looking at the workings of the human mind, indeed, of looking 
at the world as a whole. The fi rst, which we might label ‘medical’, 
depends upon scientifi c method as it is generally understood, in the 
sense that it depends upon external observation of regularities and 
repeatable experiments. The second, which we might label ‘philo-
sophical’, depends upon introspection, and argues that reports of 
one’s own consciousness are the most reliable source of evidence 
about the nature of that consciousness.

Another way of describing this difference in approach is the div-
ision between objective and subjective approaches. So, for example, 
we seem to have two competing ways of describing dreams. The fi rst, 
which lays some claim to being scientifi c, claims that observations 
need to be reliable, and therefore repeatable. The second relies on 
introspection and self-report, and therefore focuses on the unique 
nature of the specifi c experience.
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In the former approach, if we wake people up whenever they show 
signs of rapid eye movement in sleep, and they always report that 
they were dreaming, then we conclude that rapid eye movement is 
an external sign that a person is dreaming. In much the same way, 
if a dog starts in its sleep we might say that it is dreaming of chas-
ing rabbits. But in neither case do we know that that is actually the 
experience of the person or dog that we are watching; in the absence 
of a report (which in the case of the dog is a necessary absence) it 
remains a surmise.

In the latter approach we have an alternative, subjective method 
of listening to reports of people after they wake up, or of refl ecting 
on our own dreams after we wake up. And this method, of refl ecting 
upon our own consciousness, is the method that philosophers have 
preferred through the ages.

It should perhaps be added that both Malcolm and Anscombe were 
students of the philosopher Wittgenstein, and the argument that we 
must rely on the introspective, philosophical method rather than the 
supposedly objective scientifi c method derives from Wittgenstein’s dis-
cussion of the possibility of a private language, or rather, Wittgenstein’s 
conclusion that such a private language was impossible.

Wittgenstein argued that the nature of language was social. The 
meaning of a term, therefore, is to be found in the social application 
of that term. Because of the essentially social nature of language, a 
method which gives certainty of what a person is thinking or feeling 
in the absence of a report from them is ruled out. ‘I did not dream 
last night’, may be countered by the suggestion, ‘You dreamed but 
you were unaware of it’. But we need to recognize that this is an 
extraordinary meaning of the term ‘you were unaware of it’. ‘I called 
your name while you were reading your book, but you were unaware 
of it’, or ‘I stuck a pin in your leg to test your sense of feeling, but 
you were unaware of it’, both make perfectly good sense. But for me 
to have a dream and be unaware of it, when the only substance that 
there is to a dream is my awareness of it, makes no sense at all.

However, the fact that we should exercise great care when talk-
ing about the internal workings of other people’s minds in this way 
is masked by the fact that we do, in practice, speak in this way, and 
have invented an entire set of expressions for telling other people 
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what they have been thinking. We say that such events are in their 
unconscious mind. And by choosing this turn of phrase we hope to 
gloss over the fact that descriptions of other people’s unconscious 
minds invariably rely on a radical change in the meaning of expres-
sions that we use in everyday language. In everyday language, loving 
or hating somebody necessarily includes consciousness of one’s atti-
tude. Loving or hating someone ‘unconsciously’ means something 
quite different, and I am not exactly sure that it means anything like 
loving or hating as we commonly use the terms.

This question becomes critical if we not only believe that we can 
fi nd which part of the brain a person uses for a specifi c function, but 
actually go looking for it in brain scans. We ask hundreds of people 
to run over their multiplication tables in their mind while we con-
duct a brain scan. In every case a particular part of the brain shows 
heightened activity. We conclude that we have identifi ed the part of 
the brain that manages multiplication tables. What will we do if we 
fi nd a person who shows increased activity in that part of the brain, 
but who denies that they were going over their multiplication tables? 
Presumably we will say, with the analogy of the rapid eye movement 
sleep and dreaming, that they were reviewing their multiplication 
tables ‘unconsciously’.

In spite of these diffi culties with the objective and scientifi c 
approach, generally speaking, we have concluded, as a culture, that 
objective is better than subjective. The matter is more complex than 
that, however, as Popper has argued that repeatability is not a valid 
criterion of either the scientifi c nature of a statement, nor of its object-
ivity. The concept of repeatability is linked with the notion, which 
Popper has also denied, that people learn through the development 
of ‘habits’, through the repeated use of specifi c thought processes. 
I shall return to this point later, as again this takes us into complex 
areas of philosophy. I wish simply to note at this point that in most 
cases a claim of objectivity or to apply a medical model is generally 
upheld in the court of public opinion.

Medical technology, and especially the technology of brain scans, 
has so developed that we can for the fi rst time in history have an idea 
of what is happening inside a living brain. We can, for example, ask 
somebody to close their eyes and visualize a location with which they 
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are very familiar, at the same time as using a brain scan to see which 
parts of their brain are more active in the process. Or we might ask 
them to solve an arithmetical problem or make a decision, and see 
which part of their brain is most active.

But what should we conclude from such activity? If the person who 
visualizes a familiar scene is using brain cells in the visual cortex, 
should we conclude that they are actually seeing it? Or should we 
conclude that visual memory is in some way linked with seeing? Or 
should we simply conclude that they are seeing it ‘in their mind’s 
eye’, a metaphor that we have used for centuries and which all this 
new technology does little to illuminate? Our natural conclusion 
is that the new medical knowledge in some way adds some crucial 
dimension to our understanding, but on further refl ection it is hard 
to see exactly what has been added.

It would, of course, be very interesting indeed, if we could identify 
exactly that neuron, or tiny group of neurons, that fi red when one 
remembered that two times two is four. But brain scans are very far 
from being that specifi c. Indeed, what we know about the activity of the 
brain from individuals who have suffered accidental brain damage is 
that if the area which is apparently devoted to a particular activity is 
lost, the person can, in time, and to a certain extent, compensate by 
using other areas of the brain. Other evidence, from the brain scans 
of autistic subjects with exceptional mathematical abilities, suggests 
that they use different parts of their brain when addressing mathem-
atical problems than the rest of us do (Butterworth, 2001: 11). That 
is to say, all of the current evidence suggests that it is impossible, and 
will always be impossible, to identify brain activity in particular brain 
cells with particular mental functions.

Which brings us back to Malcolm’s question, if it were possible to 
identify the brain cell that was activated when a person recalled that 
two times two is four, and if we saw in a brain scan that that particular 
cell had fi red, but that the subject reported some different mathem-
atical observation, what would we conclude? Malcolm and I, together 
with a few philosophers, would conclude that the person knew what 
they were talking about. We regard a person’s report of their own 
thoughts and thought processes as the primary source of knowledge 
about those thoughts and processes. The rest of the world, on present 
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evidence, would disagree with us, and conclude that they really thought 
that two times two was four, but were not consciously aware of it.

On the other hand, we might all think it odd to imagine a class-
room of the future, where all the pupils were fi tted with personal 
brain scan equipment, and devoted themselves to the effort to fi re 
their multiplication table brain cells. In learning, we still have the 
sense that it is the conscious content of the learning that is import-
ant, not the physical means by which it is achieved.

In this regard the investigations of Bernstein (1996) are relevant. 
His studies of blacksmiths indicated that it was not possible to resolve 
complex human actions into their component parts in a way that 
is necessary to reduce mind activity to the activity of specifi c brain 
cells. Bernstein studied blacksmiths who were capable, because of 
their skill, in making hammer strokes of precisely repeatable form, 
thousands of times a day. With a view to understanding the nature 
of this skill better, he fi lmed the activity, on the assumption that pro-
ducing the same hammer stroke could be resolved into a precisely 
repeatable movement of the shoulder joint, combined with a per-
fectly controlled movement of the elbow joint and wrist, resulting in 
a perfectly repeatable movement of the hand. What he actually dis-
covered was that the perfectly repeatable movement of the hammer 
head was produced by an infi nitely variable combination of move-
ments of the shoulder, elbow and wrist. In fact, the only constant in 
repeated hammer blows was the movement of the hammer head.

Although this study is fairly well known in scientifi c circles, the 
implications seem not to have had any impact in the more popular 
understanding of science, or indeed, in some areas of psychology. 
Bernstein’s studies should have made clear that the project of the 
behaviourists is completely impossible. It is not possible to build up 
complex activities from simple atoms of behaviour. Human con-
sciousness controls or apprehends the whole, and will achieve that 
whole from whatever parts are necessary, even if some of those parts 
are quite severely constrained. The person who has been trained to 
receive food by pulling a lever with their right hand will not starve if 
their right hand is tied behind their back. It is the whole action that 
has meaning and that is anticipated in intention, not the contribut-
ing elements.
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We might also refl ect on the current movement in education to 
divide every complex skill into its component parts, or competences. 
A good teacher, for example, will know how to use different media 
for effective presentations, how to interrogate a pupil to help them 
arrive at a logical conclusion, and how to project their voice in order 
to command attention. One might, as the Teacher Training Agency 
in the UK has, develop a list of over a hundred such competences 
that make up the repertoire of the effective teacher. But Bernstein’s 
studies of blacksmiths demonstrate that such a list of competences 
will not produce a successful teacher; the expert practitioner con-
trols the whole movement, adjusting the elements of that action in 
order to create the whole, but not necessarily repeating any element 
exactly.

There is an important development in modern science that is dir-
ectly relevant here. Over recent years there has been growing interest 
in complex systems as described by chaos theory or complexity the-
ory. The important feature of complex systems is not simply that they 
are composed of huge numbers of small elements, or that there are 
multiple feedback loops through which the elements can infl uence 
each other, although these may well be conditions that hold for com-
plex systems. The most important characteristic is that complex sys-
tems cannot, in principle, be analysed through breaking them down 
into their constituent components. The system as a whole, and its 
sub units, have ‘emergent properties’ which cannot be understood as 
merely the sum of the properties of smaller units.

This insight represents a major shift in the basic tenets of the 
physical sciences, which had traditionally been reductionist in their 
approach, seeking to describe complex entities in terms of the prop-
erties of smaller elements. While some of that tendency towards 
atomism remains, as may perhaps be the case in the view that it is 
possible to identify single genes responsible for single aspects of our 
development, for the most part the science of complex systems is hav-
ing to come to terms with a more holistic view of systems.

Notwithstanding the general availability of information about 
the effect that Bernstein described, the contrary imagination, that 
activities can be broken down into their elements and understood in 
those terms, seems to dominate popular thinking about how people 
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function. Governments and employers believe that tasks can be bro-
ken down into basic units or ‘skills’, and that if such skills are assem-
bled in appropriate combinations, expert performance will result. 
Similarly, in the case, which I cited in the fi rst chapter, of scientists 
who had genetically engineered the neurons of a worm so that its 
movements could be controlled, no explanation was thought neces-
sary of how this implied that human thought might be controlled 
in the future; they could rely on us to be able to fi ll the gap of how 
tiny elements might be combined to build up a whole that was as 
complex as one might wish. In the popular imagination, the step 
from the movement of a worm to art appreciation and mathemat-
ical astronomy is deemed to be so small as to be obvious and easily 
apprehensible.

This desire to break down mental functions into their essential 
building blocks and associate each with a specifi c area of brain activ-
ity has a long history. In the nineteenth century it took the form 
of phrenology. According to phrenologists, particular areas of the 
brain could be associated with particular tendencies, and a measure 
of how well developed those brain areas were (as indicated by bumps 
in the skull housing those regions of the brain) could be used as a 
certain guide to character.

It may seem far-fetched to the modern reader to link recent 
developments in brain science to phrenology. Phrenology has been 
consigned to the dustbin of history, along with a number of other dis-
credited theories, such as eugenics, with which it was associated. In 
the popular mind, therefore, phrenology has been dismissed from 
our ideas. However, I want to draw attention to the fact that, in so 
far as it is an attempt to describe mental events in terms of physical 
events, and to localize specifi c thoughts to specifi c parts of the brain, 
modern brain science is a continuation of the project of phrenology, 
which suggested that particular faculties and capacities led to (or 
were produced by) additional development of the brain. Phrenology 
went further to claim that the skull would show where these areas 
of particular capability were located. That aspect of phrenology, of 
reading character by interpreting the shape of the skull, has certainly 
been discredited. However, the prior principle, that specifi c mental 
functions could be located in specifi c parts of the brain, which is 
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common to both phrenology and modern neuroscience, persists. 
However, when I fi rst approached that question, I rather thought 
that the claim that modern brain science was a direct descendant of 
phrenology was a step too far, and might be diffi cult to substantiate.

I was surprised, therefore, to fi nd Springer and Deutsch paying 
tribute to Franz Gall:

Franz Gall, a German anatomist, was the fi rst to propose that the 
brain is not a uniform mass and that various mental functions 
could be localised in different parts of the brain . . . In many sci-
entifi c circles, Gall was dismissed as a quack on the grounds that 
there was no good evidence to show that skull shape could be used 
reliably to predict anything about the person whose head was being 
measured . . . The basic idea that different functions are controlled 
by different regions within the brain did attract many followers, 
however. (Springer and Deutsch, 1985: 8)

The reference to Gall is to the founder of phrenology, and although 
phrenology is not mentioned itself, there is no doubt that the general 
direction is described with approval.

If this should still seem far fetched, then perhaps a word of caution 
from elsewhere would be appropriate:

There is, though, a more critical reason why the assessment of 
modern neuropsychology requires some understanding of its 
history. The evolution of thought about impaired cognitive func-
tions has a remarkably dialectical quality. Just like experimental 
psychology, but independently of it, neuropsychology became an 
embryonic science in the second half of the nineteenth century. 
Very schematically, its history may be divided into four stages, 
each dominated by particular schools: the rise of the so-called 
diagram-makers, with their elaborate models of mental machin-
ery (1860–1905); the reaction against them (1905–1940); the 
switch to group studies (1945–1970); and the development of 
cognitive neuropsychology (since the late 1960s). If present-day 
cognitive neuropsychology is to be successful, it must obviously 
guard adequately against the fatal fl aws that were present in the 
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approach of 100 years ago! Yet there are signs that this elementary 
precaution is being neglected.

Broca’s claim in 1861 that the seat of language is the inferior 
posterior portion of the left frontal lobe is often cited as the event 
that initiated neuropsychology as a science . . . there were two main 
aspects to the initial claim. The fi rst was that language is a func-
tion that can be damaged separately from other processes. The 
second was that the function was localisable. (Shallice, 1988)

Shallice clearly sees a danger that modern neuropsychology may cross 
over the line into areas where phrenology previously sought to go. 
And from a different perspective, Tomlinson (2005) argues that the 
systems of education as they currently exist in Britain and America 
have been strongly infl uenced by phrenology. It should not, there-
fore, be a surprise that popular understandings of what brain science 
can offer education should have echoes of a discredited past.

More cautious evaluations of the potential of brain science, such as 
those by the OECD (2007) and TLRP (2007), do warn against inter-
preting past fi ndings without adequate caution. However, they seem 
to fi nd it impossible to discard the optimism that, in spite of past 
performance, future fi ndings may, nevertheless, provide the under-
standing that we seek.

The claim that brain science is about to make a breakthrough is 
therefore based upon a long history of relative failure. Popper’s com-
mentary on promissory materialism, and his criticism of it, is highly 
relevant in the light of the current resurgence of this tendency to 
expect great things of physical brain science.

[T]he new promissory materialism accepts that, at the present 
time, materialism is not tenable. But it offers us the promise of a 
better world, a world in which mental terms will have disappeared 
from our language, and in which materialism will be victorious.

The victory is to come about as follows. With the progress of 
brain research, the language of the physiologists is likely to pene-
trate more and more into ordinary language and to change our 
picture of the universe, including that of common sense. So we 
shall be talking less and less about experiences, perceptions, 
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thoughts, beliefs, purposes and aims; and more and more about 
brain processes, about dispositions to behave, and about overt 
behaviour. In this way mentalist language will go out of fashion 
and be used only in historical reports, or metaphorically, or iron-
ically. When this stage is reached, mentalism will be stone dead, 
and the problem of mind and its relation to the body will have 
solved itself . . . 

Promissory materialism is a peculiar theory. It consists, essentially, 
of a historical (or historicist) prophecy about the future results of 
brain research and of their impact. This prophecy is baseless. No 
attempt is made to base it upon a survey of brain research . . . No 
attempt is made to resolve the diffi culties of materialism by argu-
ment. No alternatives to materialism are even considered . . . Thus 
it appears that there is, rationally, not more of interest to be found 
in the thesis of promissory materialism than, let us say, in the thesis 
that one day we shall abolish cats and elephants by ceasing to talk 
about them. (Popper and Eccles, 1983: 97)

This passage seems prophetic itself, as we now seem to be at the point 
where promissory materialism has achieved the status of orthodoxy.

Phrenology was discredited, apart from a lingering tendency to 
associate particular characteristics with criminality which seems to 
persist. But it was replaced in the twentieth century with more sci-
entifi c study of the functions of particular parts of the brain. This 
largely took the form of noting which functions had been lost by 
patients who had suffered from extraordinary accidents, or, which is 
much the same, had suffered from the excessive confi dence of sur-
geons. The result is that we do now have some idea of which parts 
of the brain perform which functions, but only in the most general 
of terms. This has been enhanced and augmented at the end of the 
twentieth century by the use of imaging brain scans. As a result, we 
have a fairly clear idea of which areas of the brain are associated 
with speech, with fi rst language acquisition, with second language 
acquisition, with hearing and sight, and so on. In contrast with this, 
we have very little idea of which areas of the brain are associated 
with higher mental functions, beyond knowing that the frontal lobes 
(which in humans is the greater part of the brain) seems in some way 



36 Using the Medical Model in Education

to be associated with them. This calls to mind Vygotsky’s observation 
that psychology is most successful when dealing with those functions 
that are the most simple and closest to the animal, or physiological, 
functions of the human being (Rieber, 1997: 37).

There remains the promise, however, which as noted above is 
all too easily imagined, that one day such precision will be added 
through the development of technology. The previous failures of 
that project should be enough to create a doubt about its likely 
success. But its power remains in the ability of experiments in scan-
ning the activity of the brain to command interest and resources. 
The so-called ‘promise’ of these physical approaches still impresses 
educationists, and is presumably behind the fi nding of the TLRP 
report (TLRP, 2007) that although the contribution of brain sci-
ence to educational understanding has been small to date, there 
is every hope that it will contribute a lot in the near future. This 
seems to be another of those areas where the claims of ‘big science’ 
appear to be unanswerable, and if we are not extremely careful we 
will see the bulk of resources for educational research being sucked 
up by pointless studies of brain activity in medical departments, 
to the detriment of educational research that might actually be of 
some value.

So let me return again to the question of why this approach, of 
reducing mental activity to physical activity in the brain, cannot 
be successful. In a passage of his Philosophical Investigations which is 
rather obscure and is still hotly debated, Wittgenstein argued that it 
was impossible for a person to have a private language. The essence 
of this argument is that the origin of language is social, and that the 
meaning of a word or phrase depends upon its uses and consequences 
among the community that uses the language. A word cannot, in the 
fashion of Humpty Dumpty, mean whatever I intend it to mean. If I 
point at a yellow placard, and say, ‘That is blue’, then I am clearly mis-
taken. If I say, ‘My intended meaning is that when I look at that plac-
ard I have the same sensation as other people have when they look at 
a blue placard’, then I am talking nonsense, because there is no way 
for me to have such privileged access to the inner feelings of myself 
and others as would be necessary to substantiate the claim. A person 
has introspection, which gives him or her access to the application of 
social concepts. And a person has external referents in terms of uses 
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and consequences. What one does not have access to is certain and 
privileged knowledge of the exact mechanisms by which sensations 
are produced.

It should be noted that Malcolm’s argument in relation to dreams 
rests precisely on the impossibility of such independent knowledge 
of internal sensations. Therefore dreams exist only to the extent that 
they are reported. Malcolm’s argument, however, clearly has much 
wider implications, since it can with equal force be applied to any 
kind of ‘unconscious’ mental processes. Clearly, at one level of mean-
ing, I remember my name all of the time, but I do not have present in 
my consciousness the phrase, ‘My name is David’. So in some sense I 
have an unconscious memory. But it is closer to Malcolm’s notion of 
a dream than to any other experience. It does not take place at any 
particular time or in any particular place, and the only way that I can 
know that I do remember my name is when I call it into conscious-
ness and report it (to myself or to others).

It seems to me that what Malcolm most objected to was the notion 
that somebody else could have privileged access to my experiences, 
as when they argue that rapid eye movement can be equated with the 
process of dreaming. This is a confl ict between ‘scientifi c’ approaches 
to the study of consciousness and ‘humanistic’ approaches. The sci-
entists claim to have privileged access to the workings of the mind, 
through external observation of physical reactions. They promise a 
lot, and have failed to deliver, as noted above, over the best part of 
200 years. But Malcolm attempted to undermine the basis of their 
claims by asserting a humanistic claim, not to privileged knowledge 
but to knowledge achieved through the common-sense investigation 
of social experience.

This is an issue to which I will return frequently, because it is an 
important division in the way in which we can think about mental 
processes. The ‘scientifi c’ approach is that we learn through repeated 
experiences; in order for a discovery to qualify as ‘scientifi c’ in these 
terms it is necessary that it should be repeatable. This is a philosoph-
ical position in relation to the development of new knowledge which 
is generally known as induction. At the personal level it implies that 
all learning involves the development of habit; because I have thought 
a hundred times that two times two is four, the thought comes to me 
more easily on the hundred and fi rst occasion.
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In contrast with this, we have a more humanistic approach derived 
from the work of Karl Popper, that we may learn from a single, unique 
experience, especially when that experience is so designed as to test 
our preconceptions. On this basis, learning is not about developing 
habits, but about developing interpretations and hypotheses in a 
form that allows them to be tested by experience. But in this case, it 
is argued, nothing is learned by mere repetition, and there is no such 
thing as learning through the development of habits.

The medical model of psychology, which is the epitome of the 
scientifi c, inductive approach, claims that dreaming and rapid eye-
 motion are the same. It would therefore make sense to talk about 
somebody having a dream of which they were unaware. This is in 
stark contrast to the argument presented by Malcolm, that without 
the report of a dream from the dreamer, there is no evidence for 
the dream. The promise that the medical model holds out is that 
we should in a similar way be able to translate more modern brain 
scans into such detailed knowledge; stimulation of the visual centres 
is seeing, stimulation of the auditory centres is hearing, and stimula-
tion of the mathematics centres is equivalent to performing calcula-
tions. This is exactly the kind of reasoning that allows the scientists 
reported in the New Scientist to leap from making a worm wriggle 
to controlling human thought. The promise of the medical model 
seems to be very considerable.

But we have to recognize that, at the very least, this is a debatable and 
contested area. The medical model has not yet delivered on its prom-
ise, however great that promise is. And it is possibly worth considering 
what the world would be like if the medical model was successful. If 
activating certain brain cells was found to be highly correlated with 
certain aspects of mathematics, would we expect to see classrooms of 
the future fi lled with pupils facing screens showing their own brain 
scans, making every effort to illuminate particular parts of the screen? 
That is clearly a rhetorical question, to which I expect the answer 
‘No’, because even if it was possible to establish such correlations, it 
is the conscious content of mathematics (or science, or languages, 
or any other area of study) that we value, not the fi ring of particular 
neurons. One does not need to agree with Malcolm that the public 
reporting of a calculation is all that is important to recognize that 
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the public reporting of subjective reasoning is an important part of 
what we mean by ‘thinking’. And that being the case, if I report how I 
have demonstrated a geometric proof, or explain how I have arrived 
at an aesthetic judgement, what is actually added by the knowledge 
which may or may not be available in the future that in arriving at my 
conclusion I activated specifi c neurons? Again, the answer has to be, 
‘Not much’.

We need to understand what a very strong hold promissory materi-
alism has on the common sense notion of education and how brain 
science might inform learning and teaching. For example, two recent 
books have set out to cast a sceptical eye over the fi eld of brain science 
and its relation to education (OECD, 2007; Smith, 2004). Both set out 
to dispel myths and misunderstandings that have fl ourished around 
the interface of neurophysiology and education. Smith sets his sights 
on 16 myths, while the OECD volume targets only 8. There is quite a 
high degree of agreement between the two documents, however.

Among the recent fads that are picked out for criticism are the 
idea that we have a ‘left brain’ and a ‘right brain’ and they have very 
different functions, the idea that there are fi xed windows of oppor-
tunity for learning, that we only use 10 per cent of our brain and that 
men and boys have brains that are structurally and functionally dif-
ferent from those of girls and women.

Taking each of these in turn, these two review volumes are com-
pletely in agreement that these myths have been widespread, and 
have even become part of our ‘political instincts’ or common sense, 
and that they are founded on no reliable evidence or a misreading 
of the available evidence. Smith goes further, to lay the blame at the 
door of the popular media:

The parts that get the attention of the media is the sexy stuff . . . 
It is never the research that is ringed with caveats and with tight 
controls. It is never the considered learning model. It is the slightly 
eccentric but entirely peripheral suggestions sometimes given as 
an afterthought that catches media interest. (Smith, 2004: 22)

The suggestion that we only use 10 per cent of our brains is dis-
missed on two different grounds because it is not at all clear what the 
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 original myth means. Only 10 per cent of the cells in the brain are 
neurons, and 90 per cent of the cells provide support for neurons in 
order that they can perform their function. The idea that we only use 
10 per cent of our brain can therefore be dismissed, if it means that 
neurons comprise only 10 per cent of brain cells, on much the same 
grounds as we would think it foolish to say that I am only using 5 per 
cent of the chair I am sitting on, because only 5 per cent comes in 
contact with and supports my behind.

An alternative reading of the idea that we only use 10 per cent of our 
brain would suggest that we only use 10 per cent of the neurons in our 
brain. In early brain research, which relied on post-mortem studies of 
the brains of people with known mental disorders, the identifi cation 
of specifi c functions with specifi c areas of the brain was crude, and 
in any case only provided defi nitive answers in the case of fairly gross 
mental disorders. This continued to be the case when brain studies 
moved on to the use of electrodes implanted in the brain. The result 
was that large areas of the brain, especially those areas now linked 
to higher mental functions, could be assigned no specifi c use. One 
might express this as indicating that we only use 10 per cent of our 
brain, but a more accurate way of expressing it would be that neuro-
physiologists only know what 10 per cent of the brain does. This latter 
expression, which is inconsistent with the general hubris of the neuro-
 physiological project, is rarely heard, however.

While the average human being has a brain that is physically com-
posed of two symmetrical halves, there are millions of cross connec-
tions between those two halves, mostly through a massive collection of 
millions of neurons that make up the corpus callosum. It is therefore 
generally impossible for a normal individual to provide any evidence 
of using one half of the brain in isolation from the other. It is true that 
the lowest functions – sensory and motor – are located in the hemi-
sphere of the brain which is on the opposite side of the body from 
the sensory stimulus or motion, and that certain aspects of speech are 
normally, but not always, located in the left hemisphere. But we know 
that, again, mainly from the study of abnormal individuals or people 
who have suffered extreme physical trauma to the brain.

Among the latter, one most interesting group have had their cor-
pus callosum cut in a surgical intervention to remove the effect of 
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epileptic fi ts. (And I am not even going to comment on whether I 
think that was a good idea or not.) These individuals do show the 
most extraordinary behaviour which suggests that they can identify 
shapes presented to the left side of their body, and therefore to the 
right side of their brain, where the tests are non-verbal. They can 
only name the shapes, however, when the stimulus is presented to the 
right side of their body, and therefore the left side of their brain.

What this tells us is that people who have undergone surgery to 
divide the two halves of their brain appear to have a distinct left and 
right brain. Most of us, however, who have to integrate recognizing, 
selecting and naming of objects in order to be effective, normally 
use both sides of our brain together in such a way as to produce the 
required functions.

Windows of opportunity for learning specifi c things, such as swim-
ming, languages or mathematics, if they exist at all, are now thought 
to be much wider, and have much less rigidly defi ned limits, than 
has been suggested in the past. I take some comfort from the sug-
gestion that it is as easy to learn a language at 50 as it is at 5, but the 
standards required of adults are higher than those required of tod-
dlers. This may be taking the width of learning windows to the other 
extreme, and may be going beyond the evidence the other way, but it 
seems a more useful belief for an adult who is hoping to learn a new 
language.

Above all, recent evidence seems to suggest that the brain is much 
more plastic at later stages than has previously been thought. In add-
ition, it now seems clear that where we can fi nd evidence, i.e. where 
we can with any degree of certainty associate a specifi c function with 
a particular area of the brain, practising a particular mental abil-
ity leads to development in the related areas of the brain. This fact 
alone is enough to undermine the view that the physical structure 
of the brain determines how we can or do think. It undermines the 
myth that the brain is fi xed at a very early age and that there is lit-
tle or nothing that we can do about it. But it also undermines the 
notion that brain function causes mental function, and that neuro-
physiology will eventually explain mental development.

The idea that mental activity can have an infl uence on brain struc-
ture, as now seems to be supported by recent evidence, undermines a 
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whole range of myths which arise from the notion that mental function 
might be genetically determined. Not least among those myths is the 
idea that men and women have very different kinds of brains. If think-
ing in a certain way can help develop the brain in specifi c ways, then 
we are thrown back on the old, unanswerable question, of whether 
nature or nurture is more important. Are girls better at recognizing 
facial expressions because their brains are different, or is it because 
they are expected from a very early age to be sensitive to the feelings of 
others? Are boys better at spatial visualization because their brains are 
3D ready, or because they are encouraged to get involved in physical 
activities from an early age? Interpreting the evidence has always been 
diffi cult (and, I have argued elsewhere, pointless) but what is clear now 
is that the existence of brain differences between boys and girls at, say, 
the age of 12 is not evidence one way or the other, as brain differences 
may arise from either genetic or environmental origins.

However, what is extraordinary, in the light of this demonstration 
of practical common sense in dismissing what the OECD volume 
describes as ‘neuromyths’ (OECD, 2007: 108), and avowed scepticism 
towards the offerings of neuro-physiology, is the fact that both books 
embody a substantial commitment to promissory materialism.

Smith, for example, offers a number of key fi ndings, the fi rst two 
of which are:

1. The outcomes of research into the workings of the human 
brain, particularly in the fi eld of learning dysfunction, offer a 
great deal to educators. A lot of teaching that has been based 
on intuition and common sense could benefi t from many of the 
informed insights neuroscience offers.

2. More effort is needed to convey research fi ndings to educators 
accurately and intelligibly. At the moment there is no consist-
ent mechanism through which this occurs. Without authorita-
tive and informed insights the education community remains 
susceptible to glib truths – for example the 10 per cent myth. 
(Smith, 2004: 262)

In other words, although most of the publicly accessible fi ndings of 
neuroscience have been dismissed as myths, and although in the past 
our understanding of learning has been distorted by the presence of 
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16 particularly persistent myths, in the future neuroscience will have 
a lot to offer in the way of valuable insights.

It is certainly true that neurophysiology offers some critical insights 
in the case of specifi c learning dysfunctions. But that is because most 
of the work has been done with people who have specifi c learning 
dysfunctions. The results are then rather misleadingly generalized 
to normal populations, where the importance of the insights is much 
less clear. Worse still, the medical models of neuro-pharmacology 
give us no help at all in deciding where to draw the line between 
abnormal dysfunction and normal variation. The result is that we 
probably bring together an undue optimism and a faith in promis-
sory materialism to over-diagnose abnormal dysfunction.

Thus, for example, when we are talking about cognition enhancing 
drugs, we are generally looking at chemicals developed to provide 
relief for patients with particular pathologies, such as Alzheimer’s 
disease. We are not absolutely sure whether these results can be gen-
eralized to normal subjects, but we have a tendency to believe, on 
the basis of very little evidence, that Alzheimer’s can be placed at the 
extreme end of a memory loss spectrum which ranges from normal 
forgetfulness (which has a positive function in normal mental proc-
esses) through to debilitating disease, and that therefore, more or 
less by analogy, everybody would benefi t from the drug.

Similarly, the OECD (2007) study suggests that, although neurosci-
ence is at its most useful when it coincides with what we know from 
other (and I would say, more relevant) sources, such as classroom 
observation,

[T]he neuroscientifi c contribution is important even for results 
already known because:

• it is opening up understanding of ‘causation’ not just ‘correl-
ation’; and moving important questions from the realm of the 
intuitive or ideological into that of evidence;

• by revealing the mechanisms through which effects are pro-
duced, it can help identify effective interventions and solutions.

On other questions, neuroscience is generating new knowledge, 
opening up new avenues. Without understanding the brain, for 
instance, it would not be possible to know the different patterns of 
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brain activities associated with expert performers compared with 
novices (as a means to comprehend understanding comprehension 
and mastery), or how learning can be an effective response to the 
decline of ageing, or why certain learning diffi culties are apparent 
in particular students even when they seem to be coping well with 
other educational demands. (OECD, 2007: 153)

Now, of course, this is not just wrong, it is in direct confl ict with 
what has gone before. Neuroscience deals only with correlation. The 
emphasis given, correctly, to brain plasticity in this report under-
mines any remaining legitimacy to the claim that neuroscience gives 
us insights into causation. It may claim causation, as in the claim that 
rapid eye movement has a cause in common with dreams, but there 
is, and can be, no empirical basis for such a claim.

Similarly, there can be relatively little interest in the pattern of 
brain activities associated with expert performers; what we seek to 
emulate or to encourage is expert performance, not particular brain 
patterns. I am relatively uninterested in whether my doctor has beau-
tiful brainwaves, so long as he or she makes the right diagnosis.

A consequence of this is that educational criteria will always be, 
and should always be, much more important than patterns of brain 
activity or anything that neuroscience can tell us.

However, both these reviews of brain science retain an optimistic, 
or misplaced, commitment to promissory materialism, and cannot 
fi nd a way to reject the blandishments of brain science altogether. 
The result is a confused picture, in which the conclusions presented 
abut rather uncomfortably on the territory of the neuromyths that 
are dismissed elsewhere.

This leads us to the conclusion that the medical model of thought 
processes rests on a very simplistic and restricted understanding of 
the relationship between physical processes of the brain and psycho-
logical processes of the mind. We can imagine that a drug might 
have an overall impact on the effi ciency of neurons in the brain, for 
example by increasing the supply of oxygen to brain cells. But we 
have no way of being certain that the increased effi ciency of cells 
translates into increased effi ciency in mental processes. We have no 
knowledge of whether an ineffi cient brain cell is more or less capable 
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of supporting a thought. So the whole question of improving mental 
function by improving brain function is an uncharted area, and it 
is far from being as clear as supporters of smart drugs maintain. In 
any event, the only real test of such improvement is a test of mental 
function, which raises, yet again, the question of what the medical 
model actually adds.

If anything, the position is even less clear if we move away from 
overall stimulation of the brain to the question of stimulating spe-
cifi c areas of the brain. At least we have the suggestion that the 
administration of quite large quantities of alcohol can impair men-
tal processes (although it may be less clear how far an individual can, 
by effort and concentration, overcome some of those effects), and we 
might therefore imagine the converse effect. But whether one might 
be able to improve specifi c areas of thought by stimulating specifi c 
areas of the brain is much more diffi cult. It is to this issue that I shall 
now turn in the next chapter.



Chapter 3

The Thinking Machine: What is 
‘Hard-wired’ in the Brain?

The metaphor of early computers, that the brain might be ‘hard 
wired’ to perform certain tasks, is sometimes used. The idea is that 
we may be born with certain skills for which the brain is specifi cally 
designed. This is an important idea, and needs to be examined in 
more detail. However, before going very far in that direction, it is 
perhaps worth broaching the idea of an alternative.

More recent, programmable computers are based on the concept 
of the Turing machine, a computer that can be programmed using a 
series of zeros and ones to undertake any mathematical computation. 
It is this model that we are familiar with in terms of the personal com-
puter. And it is worth noting from our experience of such machines 
that there is a complete absence of a link between the structure of 
the machine and the tasks that are undertaken. We would certainly 
think it extraordinary if we had to take off the cover of the com-
puter and rewire it when we wished to use a spreadsheet programme 
instead of a word processor. In addition, though perhaps less obvi-
ously, machines with very different internal organization are capable 
of performing very similar functions. At the very least, this ought to 
make us sensitive to the notion that there is not a necessary connec-
tion between physical structure and computational ability, and that 
any alleged link needs to be examined fairly closely.

During the early months of growth, there is a huge development 
of the human brain, developing new neurons and creating new links 
between existing neurons. This rapid increase in the complexity of 
the brain structure is associated with a rapid development of the cog-
nitive abilities of the young child. This has led to the speculation that 
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this growth of the brain causes the growth in intellectual abilities; 
the acquisition of a fi rst language and spatial orientation. This, in 
turn, led to the speculation that there may be very specifi c phases of 
development which needed to be respected, and that external stimu-
lation needed to be coordinated with periods of internal develop-
ment. More recent research has suggested that the phases of brain 
development are more plastic than had previously been imagined, 
and that where there was any evidence of ‘windows of opportunity’ 
for learning particular mental skills, these were by no means as rigid 
as earlier speculation had implied.

Again, we can see here the infl uence of the medical model of intel-
ligence, that the presence of particular brain structures is the cause 
of particular abilities. But all the evidence that we have would appear 
to point in the opposite direction, namely that the exercise of par-
ticular mental capabilities leads to changes in the structure of the 
brain, and not vice-versa. Popper and Eccles (1983: 404–5) describe 
a very extraordinary experiment, in which two kittens are engaged 
in developing knowledge of their environment. One of the kittens is 
free to move and to explore its surroundings while in a harness. The 
apparatus is arranged in such a way that the second kitten passes 
through exactly the same physical movements as the fi rst, but with-
out having to make any effort at all. The consequence is that the 
one which has had to move itself develops a better understanding of 
its environment, including its dangers, than the one that has had a 
‘free ride’. This suggests that learning is not the passive outcome of 
physiological changes that are taking place in the brain, but results 
from active engagement in problem solving and exploring. If what 
we are interested in is the developmental skills, and those skills are 
the cause of physiological changes, then the question again arises of 
what an understanding of those physiological changes can add to the 
study of our primary concern.

A claim in a less extreme form is made by Chomsky in relation to 
the development of language skills. He argues that we develop an 
ability to distinguish between a correctly formed sentence and an 
incorrectly formed sentence at a very early age, and therefore on the 
basis of hearing relatively few well-formed sentences. The problem 
that we face, as he describes it, is that we have insuffi cient experience 
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of our native language to be able to induce the rules of grammar, 
and yet we seem to be able to apply those rules with some certainty. 
He overcomes this diffi culty by supposing that the brain comes pre-
organized to accept only a limited range of grammatical rules (that is 
to say we are born with some ‘language readiness’) which means that 
we do not need to induce the grammatical structure of our mother 
tongue from among the infi nite range of possibilities, but only from 
among the limited range that our brain is prepared to accept. That 
makes it possible to arrive at a fi rm understanding of the grammat-
ical rules of our mother tongue on the basis of only a very limited 
experience of that language.

Whether or not this is a correct interpretation of the phenomena 
of language development, there are a number of very important fea-
tures to Chomsky’s explanation. In the fi rst place, he infers a very 
clear link between the way that an individual learns and the method 
by which knowledge is advanced by people in general – or what we 
might designate ‘scientifi c method’. In both cases he refers to the 
process of induction. The individual learns their mother tongue 
through a process of induction, which is the same method that he 
uses as a scientist to advance the frontiers of knowledge.

The importance of this cannot be overstated, that the way in which 
we learn a language is very far from a simple matter. What we believe 
about how a person learns a language is tied together with how we 
think the brain processes language, and what we believe about how 
the total store of knowledge understood by people develops. In all 
cases, the question of how we move from a few examples to an under-
standing of a general principle is at the heart of what we need to 
understand. How does a person learn complicated rules of grammar 
from a few hundred (or a few thousand) conversations with adults? 
How do we manage to group together a very wide range of concrete 
objects into a category such as ‘table’ or ‘chair’? How do scientists 
come to formulate general theories or laws from a few hundred 
observations? What we believe about one of these questions will have 
an impact on what we believe about the others. So, far from trying to 
understand which brain cells fi re when we think of the colour red, 
what we are actually grappling with are questions that have occupied 
philosophers over centuries. If we think that this can be solved in the 
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twenty-fi rst century just because we can examine brain scans, then 
we have not understood the complexity of the question.

A good starting point in this is the philosophical work of David 
Hume. Hume recognized that, when you boil the matter down to its 
essentials, there can never be a logical justifi cation for jumping from 
a hundred, or a thousand, or a million observations to a general 
principle. To take a common example beloved of philosophers, we 
have jumped to a general principle that all swans are white. How can 
this be supported by observing actual swans? And how many swans 
would an observer have to record before being able to ‘cross over’ to 
the general principle? (This question of crossing over, or transcend-
ing, is of crucial importance to understanding how we learn, both as 
individuals and as a species, so it has understandably occupied the 
great thinkers, certainly since the time of Hume, and arguably for a 
long time before.) This is the process of induction, of arriving at a 
general principle from a fi nite number of observations, and what we 
are looking at here is the search for a justifi cation of the process of 
induction.

Hume’s work is of singular importance, because he was the fi rst 
person to state clearly that there was no logical justifi cation for 
induction, and therefore the fi rst person to face squarely the prob-
lem of induction. And Hume’s solution to the problem of induction 
is instructive for a number of reasons.

Hume argued that, although there is no logical reason to support 
induction, nevertheless, the mind was predisposed to believe that 
if an event was repeated, it would occur in the same way as it had 
previously. Although as a philosophy of discovery, induction was dis-
credited, Hume retained it in his scheme of things as a philosophy of 
learning. People could learn things by repetition, through the devel-
opment of a habit, even though mere repetition offered no logical 
support. Or, to put it another way, it was in human nature to learn by 
repetition, even though we should not do it.

Human nature is a valuable concept for anybody who wishes to 
avoid an infi nite regress. Faced with an intractable diffi culty of rea-
soning, it is always a good ploy to call upon the help of human nature. 
And in the modern world, such a call can be buttressed, if necessary, 
by a speculative reference to the physical basis of all supposed habit, 
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the structure of the brain. Thus evolutionary psychologists point to 
the selective pressures that have operated on human beings over mil-
lennia. For example, Cosmides and Tooby (1997) give fi ve principles 
that are the foundation of evolutionary psychology:

1. The brain is a physical system. It functions as a computer with 
circuits that have evolved to generate behavior that is appropri-
ate to environmental circumstances

2. Neural circuits were designed by natural selection to solve 
problems that human ancestors faced while evolving into Homo 
sapiens

3. Consciousness is a small portion of the contents and processes 
of the mind; conscious experience can mislead individuals to 
believe their thoughts are simpler than they actually are. Most 
problems experienced as easy to solve are very diffi cult to solve 
and are driven and supported by very complicated neural 
circuitry

4. Different neural circuits are specialized for solving different 
adaptive problems.

5. Modern skulls house a stone age mind.

Between our ancestor reptiles, ancestor birds or ancestor apes, a 
good reason for practically any nonsensical reaction can be found – 
all highly speculative but carrying the apparent stamp of approval of 
science.

And on the topic of ancestors, why should it be that we now fi nd our 
ancestry so fascinating? A belief in the physical nature of learning and 
thinking would make one’s ancestry singularly important. An ability 
to solve arithmetical problems, a tendency to homosexuality, a crim-
inal intention, a gene for playing the piano, almost one’s whole life 
could be mapped out in one’s ancestry if only one starts from a belief 
in the physical nature of the mind. And conversely, a need to ‘fi nd 
one’s roots’ can only make sense if one has a very strong belief that a 
great deal of one’s way of life is physically determined in this way.

Looking at Chomsky’s solution to the problem of induction, he 
provides a specifi cally modern, and physical, solution to the prob-
lem of induction. A child could not learn by induction the rules of 
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grammar from the sentences they have observed in their short life. 
But children do seem to learn the grammar of their native tongue 
very well. As Montessori observed, one learns one’s mother tongue 
without a teacher, and with apparent ease, and one will never learn 
another language as effectively, no matter how long one lives. For 
Chomsky, this means there has to be a limited number of possible 
grammars that one can choose from. To put that another way, the 
brain is set up so that it can only accommodate a restricted range 
of grammars, not every possible grammar that one could imagine, 
and therefore it takes relatively few observed sentences to recognize 
which grammar the community around the child is using.

Getting from what we can see in specifi c cases in front of us to 
general principles is logically impossible, so something must be built 
into the brain when we are born, so that the selection process is made 
easier. For Chomsky, this is rules of grammar and syntax, for Hume 
it is the principles and laws of science, while for Plato it was the ideal 
types or classifi cations of language.

The physical basis of this solution to the problem of induction is 
supposed to be that some connections in the brain are made more 
easily than others, either as a result of inborn connections or because 
repeatedly making the same connections makes the process progres-
sively easier. The model which is being held out to us is that learning 
is the development of habits of thinking, and that habits are formed 
by repetition.

The question that we have to face here is whether any learning 
ever takes place by repetition. Popper gives a very clear answer to 
this question, and his answer is, ‘No’. He argues that we learn by 
making an initial, bold conjecture. In fact he suggests that we learn 
in this way from a single, one-off instance, and that the removal of 
such learning, through repeated disappointment with the results, is 
extremely diffi cult. He gives, by way of demonstration or illustration, 
an example from the work of Lorenz, of a goose entering a house (an 
enclosed space of which it is afraid, simply because it is an enclosed 
space). On its fi rst entry to the house, the goose follows a path which 
is not straightforward because it is trying to stay in places that are 
light (which by implication are closer to the outside). The deviations 
of its path from the shortest route are removed only slowly and with 
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diffi culty. But the initial path was learnt once, on the bird’s initial 
entry to the house, and was never precisely repeated, although fea-
tures of the initial path were present in vestigial form for a long time 
after the goose had overcome its initial fear.

A satisfactory physical explanation for memory and learning would 
appear to depend upon the question of whether one can learn by 
habit, or by repetition. If we can learn by repetition it would seem 
to suggest that a physical explanation is possible. But if a one-off 
Eureka moment is typical of learning, then it would seem that we 
would need some other way of accounting for learning. So can we 
ever learn by repetition?

It would look as though the answer is defi nitely, ‘Yes’. You tell me 
your phone number, and I repeat it to myself several times over until 
it becomes ‘fi xed’ in my mind. I reach a security door with a friend, 
and I cannot remember the code to key in, so I ask my friend. I repeat 
the number a few times to try to imprint it on my memory. It looks as 
though we can learn things through repetition.

There are two things which need to be said about this, and they are 
connected. Vygotsky pointed to the fact that, because psychologists 
base their explanations on simple schema such as this – attaching or 
conditioning a response to a stimulus through the development of a 
habit – they are most successful in explaining those of our activities 
that are most animal-like. Repeating a telephone number in order to 
learn it may be roughly analogous to the way that dogs learn tricks, 
through the development of habit. But the second point is that this 
is not a good way of learning. If, instead of my friend telling me the 
security code which I then repeat, he tells me that it is the date of the 
year 10 years after the Act of Union of England and Scotland (and if, 
in addition, I already knew the date of the Act of Union, and I also 
knew that my friend is a Scot, and that this is therefore a date which 
is likely to be signifi cant) I have learned the security code instantly, 
and without any need for repetition. (And, in case you are wondering, 
I remember that the Act of Union was 1707, because someone once 
told me that a seven represented each of the two countries, and that 
there was nothing in between them.) Learning can happen instantly, 
and more effectively, if we are able to attach the new  learning to what 
we already knew in a meaningful way. It is those  processes, processes 
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that Vygotsky describes as ‘higher mental functions’, which are less 
easily explained by physical models.

The idea that the human brain might be ‘hard wired’ for some 
specifi c activities is very common. It arises, at least in part, from our 
love of the computer as metaphor for understanding the action and 
function of the brain. But if that is to be our metaphor we ought to 
see exactly what it implies. For the majority of people the workings of 
the computer are no less mysterious than the workings of the brain.

The brain has some structures that appear to be committed to spe-
cifi c activities. This notion that there are particular parts of the brain 
which are hard wired is very old, and dates back to about 1850, when 
it was discovered that one area of the brain was normally involved in 
speech. This led in turn to the partially correct inference that spe-
cifi c functions could be identifi ed with particular areas in the brain. 
In particular, sensory and motor areas of the brain have been identi-
fi ed with some precision.

Importantly, however, most of the operations of the frontal lobes 
of the cerebral cortex, areas once described as ‘silent’, do not appear 
to be identifi ed with particular functions.

If areas associated with particular functions are damaged, as in a 
stroke, people seem to show a remarkable resilience and capacity for 
regaining that function using other parts of the brain. Thus while 
the visual, auditory and motor cortex seems to be closely linked with 
particular bodily functions, the frontal lobes do not appear to be dif-
ferentiated in the same way.

The physiology of the cortex has been studied closely, and the cells 
are arranged in structures that are basically columnar in shape and 
reach down through the cortex. A single column consists of central 
neurons, which are presumed to be responsible for transmitting sig-
nals to the neurons with which they connect, surrounded by other 
cells which have maintenance functions, amplifying or damping out 
the original signal. These various column structures appear to be 
in competition with each other, increasing their own activity while 
inhibiting the activity of those around them. It seems that each of 
the millions of these structures is capable of processing signals, pro-
ducing outputs which result from a combination of excitatory and 
inhibitory signals from other groups of neurons.
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We might think, extending our metaphor, of the central proces-
sor unit of the computer. The central processor unit of a computer 
is able to deal with those numbers that the computer is currently 
‘thinking’ about, or on which it is currently carrying out specifi c 
operations. Typically, the computer is programmed to move four 
numbers into its active registers, whereupon it can add two num-
bers together, multiply them or subtract them, and then return the 
result to memory. Until quite recently computers had a single unit 
capable of carrying out these operations, although the central pro-
cessing unit also included a range of fast memory locations so that 
transfer of numbers into and out of the active registers could be has-
tened. More recently, as the state of our performance in electronics 
has advanced, up to four such units have been included in a single 
central processor unit, making a central processor unit such as the 
Pentium. This meant that computers could operate a number of dif-
ferent programs in different areas of its capabilities.

More recently still, two or even four of these ‘cores’ have been 
included in a single processor chip, giving us dual core and quad core 
computers.

The important thing to notice here is the numbers. If we think of 
the columnar structures in the cortex as being analogous in some 
way to the central processing unit, the brain has millions of them; 
the most powerful personal computers that we are familiar with have 
fewer than 20. If this is a successful analogy or metaphor, then we 
have to expect it to have serious shortcomings as well as providing 
valuable insights.

We also need to note that the computer is not necessarily ‘hard 
wired’; some of its activities are not located in specifi c areas of the 
computer. Although certain areas such as the central processing unit 
and connections to the peripherals are permanently assigned, mem-
ory is allocated on an ad hoc and temporary basis. If I open a word-
processing program, the computer allocates it an area of unused 
memory to operate in. But where that memory is physically in the 
computer will depend on what else the computer is doing and what 
other programs the computer is running.

So if we presume that the brain is like a computer, we can be fairly 
sure that our understanding will at best be partial. And if we further 
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assume that being ‘like a computer’ implies that each and every func-
tion has a specifi c location where it can happen, and that disabling 
that area will remove the function, then we will almost certainly be 
wrong.

Thus, while some functions, and particularly those functions that 
we share with other animals, such as sensory perception and motion, 
do appear to be fairly closely tied to specifi c regions, others, and 
most notably these include the higher mental functions, appear not 
to be tied to specifi c regions of the brain, or at least they appear to 
be localized in quite large and physically undifferentiated parts of 
the brain.

The other word of caution about hard wiring is the question of 
whether this indicates that we are born with certain capacities, 
or whether we are born with brain structures that are ready to be 
developed.

For example, as noted above, one specifi c region of one hemisphere 
of the brain has been known, for a long time, to be associated with 
speech. However, in a small number of celebrated cases where chil-
dren had been deprived of speech and contact with other humans 
until they were in their early teens, it was found that this area never 
developed to support speech, and that on learning language those 
young adults had to adopt other parts of the brain, and that these 
never developed as fully.

A number of possible conclusions can be drawn from this, among 
which have been the idea that certain parts of the brain are ready at 
birth for specifi c functions, that they need to be applied to develop, 
and that there are specifi c windows of opportunity for developing 
mental capabilities, and that if those opportunities are missed, it will 
be impossible to compensate fully.

Each of these conclusions is only partially right, however. As the 
same evidence shows quite clearly, the brain is capable, at least in 
part, of compensating for the loss of specifi c areas, so that a one-
to-one correspondence of brain area and mental capability is not 
possible. In addition, the brain develops with use, and intercon-
nections between neurons and growth of brain cells is increased by 
stimulation. And while there may be windows of opportunity that 
are important for development, if such widows do exist they are both 
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longer and less rigid than has frequently been supposed. Finally, the 
ability to pinpoint an area which is associated with a particular men-
tal capability is linked to the kind of capability under discussion; the 
more animal the capacity, the more likely it is to be strongly local-
ized, while higher mental functions are less likely to be localized.

This brings us back to the general conclusion that the physical 
functioning of the brain does not determine what and who we are. 
Recent studies point to what neurobiologists describe as the plasticity 
of the brain – the ability of the brain structure to grow and change 
in order to adapt to the kind of thinking that the person is doing. We 
may know, in a very general way, that people with specifi c capabilities, 
such as working with numbers or visualizing spatial relationships, may 
have particular areas of their brain which seem to be more fully devel-
oped. But we still have no idea whether their brain has developed this 
way because they were developing those capabilities, or whether they 
have those capabilities because they were born with brains that were 
better developed in those areas. Nor, and it is important to stress this, 
are we ever likely to know. What kind of evidence could ever tell us?

This may sound complicated, and it may be attractive to stick with 
a description that is both simple and appears to offer some insight, 
such as the notion that the brain is hard wired for certain functions, 
and that we may hope to discover in the future other capabilities, per-
haps all capabilities, that are hard wired. But this question, crudely, 
is one that has exercised philosophers for several millennia. The 
mind–body problem, or the question of how our self-conscious, men-
tal activities are linked with our physical activities, is an extremely 
complex one. A simple answer is likely to be wrong.

The notion that the brain is hard wired is closely associated with 
a long-standing philosophical position on the mind–body problem, 
namely that ‘thoughts’ and ‘neuronal impulses’ are simply alterna-
tive descriptions of the same thing. This position, which is called 
materialism, suggests that once we know enough about the material 
workings of the brain, the two ways of talking about what goes on 
in our heads will be translatable one into the other. We will, on this 
account, eventually be able to break down complex operations into 
simple, or atomic, processes, and then see where these are happen-
ing at the level of neurons.
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For example, when I recognize my mother’s face, it is assumed, 
I have a variety of simple functions – recognizing noses, eyes and 
ears – and each of these is constructed from simpler functions – 
 recognizing circles, angles, curves and straight lines – and when we 
know enough we will know which combination of neurons fi ring in 
recognition of which combination of curves and lines I recognize as 
my mother.

Of course, if we think about this for more than a second or two, 
we are obliged to recognize that it is nonsense for many reasons. Not 
least of these is that it leaves out of the account the very integrative 
process that makes that combination the face of my mother. In add-
ition, although I am very familiar with the face of my mother, I have 
rarely viewed it from exactly the same angle with exactly the same 
expression. Recognition goes beyond identifying a specifi c pattern. 
No amount of laboratory tests recognizing squares and triangles 
conducted with sleep deprived chimpanzees will actually illuminate 
what I do when I recognize a face.

The philosopher Karl Popper has argued vehemently against such 
a materialist view of the mind–body problem. He has also pointed 
out that there is a pseudo-materialist position, which he describes as 
‘promissory materialism’, which claims that we will be able to adopt 
a fully materialist position at some point in the future. I would argue 
that promissory materialism is what much of current brain science 
is based upon, and I would agree with Popper that it is not a tenable 
position.

I shall return to these questions later, when discussing how we might 
move forward in our understanding of education. But for the moment, 
it is not necessary to come down fi rmly on one side or the other of this 
argument. It is simply necessary to recognize that the relationship of 
the brain to the mind is more complex than can be glossed over in 
a simple expression such as ‘hard wired’, or illuminated by a simple 
metaphor, such as the brain is a computer.



Chapter 4

What is Intelligence?

The question of whether a drug can make a person more intelligent 
or not, depends rather obviously, on what intelligence is, and how it 
is conceived. In everyday conversation we have a general meaning of 
intelligence. We consider the people that we are talking with, how 
they respond to questions, how they pose questions of their own, 
how they contribute to the lively fl ow of ideas, and that subtle chem-
istry of humour and eye contact that makes them engaging company. 
And if we enjoy talking with them, we are likely to consider them 
intelligent.

But such a defi nition of intelligence is unsatisfactory for two rea-
sons. In the fi rst place it is vague and impressionistic. I judge that 
one child is more intelligent than another purely because I form a 
subjective impression, and another person might well not agree with 
me. Parents are notoriously likely to think that their child is more 
intelligent than any other, and personal bias, willingness to interpret 
a response as intelligent, and familiarity may all infl uence the judge-
ment. The apocryphal story is told of a child taking an intelligence 
test, who was confronted with the question: Take 9 away from 93 as 
many times as you can; what is your answer? The child wrote down, 
‘I make it 84 every time’. Whether that is an extremely intelligent 
response or an extremely foolish one is likely to depend upon the 
judgement of the observer.

The other problem with intelligence judged as the ability to be an 
engaging party to a conversation is that it depends very strongly on 
the situation. A person who sparkles with intelligence and wit in a 
conversation about fi shing may have almost nothing to contribute 
to a conversation on family history, or better things to do than to 
engage in it in the fi rst place. And our wish is to see intelligence as a 
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 characteristic or trait of the person, not of the conversation that they 
are involved in.

At the beginning of the twentieth century, psychologists started to 
look to overcome the fi rst of these diffi culties by developing stand-
ardized intelligence tests. These were designed to measure mental 
ability, and to assign it a number which was valid and reliable, nor-
mally expressed as an intelligence quotient or IQ. The advantage of 
expressing the score as IQ, if it is an advantage, is that IQ can be seen 
as invariant with age. It is reasonable to expect, if we take an intelli-
gence test, that a 14-year-old will get more questions right than an 
11-year-old (on average). But by expressing intelligence with reference 
to the average performance of people of the same age, an 11-year-old 
who has average performance on the test will be given the same score 
as an average 14-year-old. In fact both will have an IQ of 100, because, 
by defi nition, the average IQ of any age cohort is 100.

Intelligence tests, therefore, are standardized so that when a par-
ticular cohort of people take the test, the scores on the test are dis-
tributed so that the mean score is 100 and the standard deviation of 
the distribution is 15. In general terms, that means that almost every-
body taking the test will have an IQ between 55 and 145, and that 
about half the people will have an IQ between 85 and 115. The fact 
that an IQ test produces a consistent distribution, and that an indi-
vidual’s score remains constant, within fairly narrow limits, assures 
the reliability of the test. In fact, that is what we mean by the reliabil-
ity. At some level, we know that a person’s performance on an intelli-
gence test will not always give the same result. People have off-days. 
They practise. They have ‘eureka moments’ where they realize what 
a particular type of question is about. But our view that intelligence 
is a characteristic of the person involved means that we are prepared 
to accept IQ as being a more or less adequate measurement of some 
underlying property of the person which does not change, or does 
not change very much.

As to the validity of the intelligence test, this rests upon the idea 
that it measures what it is supposed to measure, that a person who 
has a high score on an intelligence test is actually intelligent. And 
this is a diffi culty, because we all know people who have high IQs, 
but who are not only poor conversationalists, but who are remarkably 
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stupid on a whole range of other, impressionistic criteria. Similarly, 
we know people with low IQs who are both thoughtful and show wis-
dom beyond their IQs. The idea of somebody who is extremely intel-
ligent but who lacks street-smarts, and vice versa, is the stuff of jokes 
and situation comedies. At some level we are quite familiar with the 
notion that intelligence tests are very far from valid.

However, the search for reliability and validity, or to put it another 
way, the search for some measure of scientifi c credibility, means that 
it could not really be acceptable to live with a situation where intel-
ligence tests were seen as lacking in either. The idea has become 
increasingly embedded in our way of thinking over the last hundred 
years that intelligence is what intelligence tests measure. While, 
informally, we are prepared to accept that a geek is somebody with 
prodigious mental capacities and poor social skills, formally, IQ and 
intelligence have become inextricably linked as concepts. In that 
sense, the validity of IQ tests has been resolved by defi nition, and all 
that one would need to do to ensure the validity of a new test is to 
show that it correlated well with earlier tests. But the reliability of IQ 
tests produces other, different problems.

Once we are in possession of IQ tests, it seems that we should be 
able to address a lot of interesting questions, such as whether people 
have become more intelligent over the last 100 years. We could take 
a test from the 1940s and give it to children today, and see whether 
children did better on it today than they did then. In fact, it is well 
established that scores on intelligence tests have risen consistently 
over time (Flynn, 2007). Unfortunately, we are caught in a cleft stick 
here. If we accept that IQ is rising over time, we undermine the reli-
ability of the tests, since these are supposed to be reliable, and hence 
repeatable. On the other hand, if we say that IQ is invariant, we will 
have to standardize the old test on the new generation, and we will 
be obliged, by defi nition, to come to the conclusion that the average 
IQ of children now is, as it has always been, 100. And this, of course, 
means that we cannot address the question of whether intelligence 
has risen in the last 100 years.

A similar problem arises in relation to the comparison of differ-
ent groups. If the test has been standardized on North American or 
European children from middle class backgrounds, as most of the 
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early tests were, then they could not easily, or legitimately, be applied 
to other groups. On the other hand, if they had been standardized 
on a wider range of children, they could say less about the differences 
between different groups of children. Even so, it would be possible to 
imagine a test which was standardized on a mixed group of children, 
but which nevertheless gave different scores for different groups. 
Consider, for example, a test that had been standardized as having a 
mean of 100 and a standard deviation of 15 on a group population of 
boys and girls, but which nevertheless gave different distributions for 
boys and girls. We might, for example, imagine that girls had a mean 
of 105, while boys had a mean of 95. This would necessarily mean 
that there was something in the test, some items in the test, that girls 
found easier than boys did. (‘Found easier’ is itself a rather telling 
expression. It could, of course, be that the girls had worked harder at 
a particular aspect of the test, or found something in the experience 
of their gender that meant they were better prepared for some items, 
but because they did better, we say that they ‘found it easier’.)

Generally speaking, the response to this diffi culty has been to 
remove such items, on the grounds that those items indicated cul-
tural bias in the test, and that the items were therefore not appropri-
ate to an intelligence test. We have seen, over time, a winnowing out 
of items until intelligence tests consist of a narrow range of elements 
which are culturally neutral, our ability to answer them is roughly 
constant over time, and for which no special training or preparation 
provides an advantage. In short, we think that we have found tests 
which measure a capacity of the individual in relation to their men-
tal abilities, which is more or less constant through life, and is rela-
tively unaffected by any educational experiences.

We are all familiar with the kind of tests that result from this win-
nowing process – arithmetic, verbal reasoning and logical patterns 
are pretty much the only test items which remain in intelligence 
tests. The result is something like reliability; any population, and 
pretty much any easily identifi able sub-population, will have a mean 
of 100 and a standard deviation of 15. This has now reached the 
point where that property alone is almost enough to defi ne an intel-
ligence test. But the ‘better’ intelligence tests have become, the less 
interesting they have become.
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Ask whether Americans or Australians are more intelligent, and 
administer an intelligence test to a sample of both populations, and 
any difference between the two probably arises from the fact that 
the test has been standardized in only one country. If the test has 
been standardized on samples from both countries, any difference 
between the two countries can probably be accounted for by cultural 
bias in the test. The external validity of intelligence tests has virtually 
disappeared, and it is now true to say that intelligence tests measure 
very little apart from the ability to answer intelligence tests. And, in 
spite of a great deal of ink and paper that has been wasted on heated 
debates, intelligence tests are not capable of telling us much about 
the differences between different groups of people either.

Interestingly, The Defeat of Sleep (BBC, 2007), the radio programme 
that set me thinking about the question of smart drugs in the fi rst 
place, noted that drugs such as modafi nil seemed to enhance the 
performance of low level skills, such as recall from memory or car-
rying out routine operations, but did not enhance higher level skills 
where the exercise of judgement was necessary. And among those 
lower level skills that were enhanced, performance on intelligence 
tests was included. This is an interesting, and not particularly posi-
tive, evaluation of where we now stand in relation to the concept of 
intelligence.

In parallel with the development of intelligence tests, an alterna-
tive view of mental capabilities was developed, which saw intelligence 
as a hierarchy of skills. This view, most clearly expressed in Bloom’s 
Taxonomy (Bloom, 1956), described a range of abilities from simple 
recall, through analysis and synthesis, to application and problem solv-
ing. While this confi rms the view that the things that intelligence tests 
(and academic tests and examinations more widely) measure have a 
distinct tendency to be at the lower end of the hierarchy, it makes it 
much more diffi cult to conceive of intelligence as a single characteris-
tic of a person. More importantly, it makes it clear that one can develop 
the higher levels of intelligence through a process of education.

Particularly in relation to higher mental functions, Vygotsky 
pointed out how social and cultural tools could be incorporated into 
our natural or lower mental functions in order to augment them. 
He described this in relation to memory. Children of different ages 
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engaged with an exercise in which they were given a series of ques-
tions, the answer to each of which was a colour word. They were 
not allowed to use the same response twice. In order to help them 
develop their skills in this task, Vygotsky provided a set of cards, each 
with a different colour word on it. Children were shown how they 
could use the cards as prompts, to remind them which words had 
already been used (Rieber, 1997: 154–6).

Children of 4 and 5 found the cards not to be helpful; they responded 
to the questions spontaneously, without thinking to use the cards to 
support their answers. But children of 5 and 6 used the cards effect-
ively to improve their performance. However, this advantage provided 
by the cards diminished with time as the children internalized the 
process and managed to respond accurately without use of the card. 
Similarly, older children, who had already internalized methods of 
managing their memory, found the cards not to be useful at all.

Vygotsky argues that it is through this process of incorporating 
social symbolic systems to improve the management of our own 
internal mental functions that we can progressively improve. It took 
untold ages of developing arithmetic for society to decide upon the 
usefulness of the decimal point and the notation of numbers where 
place indicates value. At fi rst, each of us learnt this through drills 
and exercises in our schools, but we have gradually so incorporated 
it into our thinking that we do not need to make conscious reference 
to it; when we see a number we know that the digits are given values 
according to their positions.

Vygotsky drew a distinction, in the case of memory, between 
 mnemonic processes (those which were the capabilities of the 
unaided memory) and mnemono-technical processes (in which the 
native functions of memory are supported by the use of techniques 
and symbolic schema that have been incorporated from the social 
world). Needless to say, for anybody who has lived for more than a few 
years, all mental processes become a complex hybrid of the two, or to 
describe this in another way, the mnemonic processes, processes that 
we think of as ‘natural’, become extended and more complex, and 
therefore more capable of incorporating the next mnemono- technical 
 improvement. Vygotsky also pointed out that the advantage produced 
by a mnemono-technical method – the difference in performance 
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between the aided and the unaided memory – gradually diminishes 
as the method becomes more fully integrated into the mental proc-
esses of the person. Once the children had learned how to use the 
cards, it soon became clear that they did not need the cards as they 
were able to manage their memory without them. However, he went 
on to suggest that this law of diminishing returns was a feature of the 
laboratory situation, and that in a broader social context, if techni-
cal support for memory, for concentration, for focusing attention and 
for all the other higher mental functions was continuously provided, 
the performance of the brain could be continuously and indefi nitely 
improved (Rieber, 1997: 186).

This is quite a different view of intelligence from that which is 
measured by intelligence tests. It suggests that my intelligence is no 
longer something which is entirely contained within my brain, but 
that it extends to, and is extended by, those tools that I use for man-
aging knowledge – the computer spreadsheets and databases, the 
library card indexes and catalogues, the abstracting services and 
the Internet discussion groups. Some part of those things has been 
incorporated into my way of thinking, and that makes the rest, or 
much of the rest, readily accessible.

But this notion of intelligence highlights the shortcomings of the 
concept of intelligence that can be measured with an intelligence 
test and assigned a score. These are mental functions that change 
(and improve) over time, and which are very strongly infl uenced by 
past experiences. It is an account of intelligence as it relates to every-
day life rather than to the academic world. If I want to know whether 
somebody is a good architect, I would generally judge that by looking 
at work that he or she had done before, work done with full access to 
works of reference, computational aids, consultation with colleagues, 
whatever it takes to get the job done. But we continue to place a 
very high degree of trust in artifi cial tests of ability, performance in 
timed examinations with no access to reference texts, to computa-
tional aids, and certainly not discussion with colleagues.

Increasingly, academics in higher education are coming to terms 
with this discrepancy. The literature refers to deep learning and sur-
face learning. Deep learning is the kind of situated learning that 
draws upon resources, internalized mental schema and personal 
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development of higher mental functions. Surface learning is learn-
ing for the test, relying on short term recall and the limited develop-
ment of higher mental functions. And it is generally agreed that the 
self-management and self-regulation that is implied in deep learning 
makes it preferable to surface learning.

So why is the earlier notion of intelligence, as a personality trait 
which does not change over time, so fi rmly entrenched in our way 
of thinking, and therefore in our educational system? I think that 
there are two answers to this question. The fi rst relates to academic 
disciplines and the organization of knowledge. As Vygotsky noted, 
psychology has been most successful when dealing with the lower 
mental functions, when dealing with those aspects of our mental 
lives that can be easily quantifi ed and correlated (Rieber, 1997: 37). 
Educational psychology has developed almost entirely on the basis of 
tests that are valid and reliable. That is to say, intelligence tests have 
bolstered the development of educational psychology, and the focus 
of educational psychology has been on the measurement and study 
of the lower mental functions that could be captured in this way. 
(The situation would seem, at long last, to be changing now, with 
some welcome developments in social psychology, and the work of 
educationists such as Dweck (1999).)

But the other concern that relates to intelligence testing is an issue 
of social justice. We have in the past aspired to provide higher levels 
of education to all who can benefi t from it at the point of entry. Thus, 
when secondary schools were competitive (if that can be put in the 
past tense), we wanted to admit the most able children to grammar 
schools, irrespective of the social position of their parents. Similarly, 
we want to provide higher education for all who deserve it, providing 
bursaries to those who cannot afford it, so that all societal groups can 
benefi t equally. The problem of social justice which we face is that 
parents can buy advantage if we test for admission using an exam-
ination the outcome of which can be infl uenced by experience. We 
prefer to ignore it, but any state subsidy of higher education tends 
to go, on average, to the wealthiest social classes, because wealthy 
parents can secure better secondary education for their children, 
and are therefore disproportionately represented among the intake 
to higher education.
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We would prefer to have a measure of intelligence which was not 
affected by the previous educational experience that the young per-
son has had. If such a test were possible, then we would be able to 
admit the most intelligent 50 per cent of the population to univer-
sities, and that 50 per cent could be drawn from the whole popu-
lation irrespective of wealth or background. We would like neutral 
tests of ‘scholastic aptitude’ or intelligence, which do not depend 
upon previous experience, and which would be capable of solving 
this social justice conundrum for us.

Needless to say, this is complete nonsense. In practice we know, 
as Vygotsky knew, that previous experience can help us to develop 
and internalize ways of thinking, systems of symbolic representa-
tion and techniques of self-management which improve our higher 
mental functions. What we can learn next depends upon what we 
have learnt before. And our ability to benefi t from higher educa-
tion depends very much on the secondary education we have expe-
rienced. But resolving our problem of social equity will require very 
much more radical and more imaginative solutions if we admit this 
obvious truth.

In his incisive critique of the way modern media are affecting edu-
cation, Postman (1985) notes that successful, long-running televi-
sion series are designed so that a member of the audience can dip 
into a single episode without needing to know what has happened 
in previous episodes. It would be economically ruinous to insist that 
the plot of a situation comedy should run through all the episodes in 
the way that the plot runs through a novel. To do so would mean that 
an established series could not attract a new audience, and in ratings 
wars, ‘inclusion’ is more important than anything else. Postman’s 
point is that in education we are now moving the same way, by modu-
larizing curricula and playing down the need to develop some men-
tal capabilities before others can be developed.

We know that it would be complete foolishness to ban mathematics 
classes from secondary school so that all young people could compete 
on a level playing fi eld for places to study mathematics at university. 
But still we try to maintain the idea that measures of intelligence can 
in some way permit us to be equitable, and to overcome the diffi culty 
that some children have had richer early experience than others.
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Before moving away from this review of the concept of intelligence, 
there are some other developments of the concept which should per-
haps be mentioned. Piaget became involved in the question of mental 
development in young children through his work with intelligence 
tests. Unlike most of those who have worked in this fi eld, Piaget 
became interested in the wrong answers that children gave rather 
than the right ones. He observed that the wrong answers were char-
acteristic of the child’s stage of development, and that children would 
be distracted by different wrong answers as they developed. From this 
he deduced a theory of mental development, which suggests that chil-
dren go through different, distinct stages of mental development, in 
each of which their thought processes are quite different.

This has a number of defi nite advantages over the view that intel-
ligence is constant throughout life, as it does incorporate the idea 
that the child is using his or her engagement with the environment 
to develop thinking and understanding. However, Piaget’s theory is 
most commonly linked to a developmental model which implies that 
mental developments are largely maturational, and depend upon 
the development of the brain through ageing and growth. That is to 
say, Piaget was more interested in identifying which mental processes 
were being used by a child, than in studying how they developed, or 
how they could be promoted. Consequently, text books that describe 
Piaget’s model of development have a tendency to describe the stages 
of development of the child as being attached to certain age groups. 
The evidence to support this from brain science is poor, and in gen-
eral the model gives teachers and parents very little guidance on how 
to support a child in the move from one stage to the next. For both 
of these reasons, Piaget’s model seems to me to be inferior to the 
insight offered by Vygotsky.

Even among those psychologists and educational testers who took 
the view that intelligence is constant throughout life there have been 
debates and controversy. One of the major ongoing discussions has 
been the question of whether intelligence is one thing or many. Is 
there one general characteristic which can be described as general 
intelligence, and which determines how successful one will be in 
all spheres of intellectual endeavour, or are we blessed with math-
ematical intelligence, language intelligence, aesthetic intelligence, 
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and many other specifi c forms of intelligence in addition to general 
intelligence?

At the heart of any debate such as this there is a difference over 
statistical methods. Those who believe that there are multiple intelli-
gences think that the correct way to proceed is to apply factor analysis 
to the items used in intelligence tests, and demonstrate that facility 
in some questions is correlated with facility in others. In this way it 
is possible to separate groups who do well or poorly on this group 
of questions or that. This evidence for different factors or different 
forms of intelligence will be seen by others, however, as suggesting 
that these items are not measuring intelligence at all, and should 
be excluded from the test. As ever, statistical methods can be used 
to buttress the position which one wishes to adopt anyway, and the 
reader can choose whether to believe that intelligence is single or 
multiple as they please.

Again, I think there is a sense of social equity involved in the notion 
of different kinds of intelligence. We like to believe that there is some 
kind of fairness in the world, and that those who lack the kind of 
intelligence that is valued in schools have the benefi t of some other 
kind of intelligence that relates to handicraft or sports or something 
else. This is a reassuring notion, but so at odds with anything that I 
have ever seen in a classroom that I think it has little purpose but to 
justify the exclusion of some people from education, on the grounds 
that they have other, different talents. I think that is another area of 
concern which might be considered when we do take issues of social 
justice seriously.

The latest addition to the range of multiple intelligences on offer 
is emotional intelligence. The idea behind this is that some people 
are certainly very clever in terms of their IQ, but they are obviously 
self-destructive in other ways. To be successful, one has not only to be 
intelligent, but also to be able to express oneself emotionally, to man-
age oneself in a responsible and open way, and not be so needy that 
one falls into the traps which await the intelligent, from addiction to 
obsession. I think that many educationists see emotional intelligence 
as a useful concept to broaden the general concept of intelligence, 
and to provide a counterbalance to an idea of intelligence that is 
purely intellectual and based on logic and verbal reasoning. For me, 
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on balance, it is a negative idea, in the sense that it stands to contam-
inate our understanding of emotions with all the wrong-headedness 
of intelligence, and is likely to lead to the view that emotional cap-
ability is fi xed for life, does not depend upon experience, and can be 
measured in a simple test.

Finally, coming back to the question of drugs which can enhance 
mental capacity, one can imagine physical conditions which might 
improve mnemonic memory and other higher mental functions (con-
centration, refl ection and so on). Good food and plenty of rest might 
make the brain cells more capable of discharging their functions, and 
memory and concentration might be improved. And we might think 
of a drug that could help in maintaining that condition.

Those of us who are addicted to caffeine might even argue that 
we have found one. The research suggests otherwise, but that does 
not stop me thinking that a good strong cup of coffee in the morn-
ing helps me to think better at work in the morning. The research 
suggests, rather, that long term use of caffeine actually depresses the 
normal level of performance of the mind, and that the boost that 
a strong cup of coffee gives does no more than bring me back to 
the level that non-coffee drinkers manage to attain normally (James 
et al., 2005). But it has been suggested that cognition enhancing 
drugs are the moral equivalent of caffeine. For example, article in 
the Times Higher Education Supplement (Tysome, 2007) cites the opin-
ion of a researcher in bioethics as saying, ‘These drugs might, at the 
very least, be an improvement on caffeine, the current mental stimu-
lant of choice for many students and academics’. The report of the 
Academy of Medical Sciences (2008: 158) implied a similar equiva-
lence, while noting elsewhere (ibid.: 149) that the general public 
drew a distinction between cognition enhancing drugs and caffeine, 
on the basis of their long familiarity with the latter. Consequently, it 
might be fruitful to follow the analogy between cognition enhancing 
drugs and caffeine a little further.

Who has not, after all, sat up late revising for an exam, fuelled on 
sugar and caffeine, in order to cram in the last few items of know-
ledge, content in the understanding that once the exam is over those 
pieces of information will pass from the memory as though they had 
never been present? In short, caffeine is used as a support in surface 
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learning, in the development of the form of intelligence which is 
acknowledged to be of least use, and in activities which do least to 
develop or measure higher mental functions.

I certainly use drugs to manage my own motivation. My drugs of 
choice are coffee and chocolate. When I face a chore, such as reading 
through a large number of student assignments, I divide it up into 
quarter or half hour stretches, and place breaks with incentives at 
appropriate points, in order to ensure that I concentrate properly on 
the chore. But there is a world of difference between using what one 
knows about oneself to manage one’s own behaviour, and expecting 
that taking a pill will do all of that automatically. So what we need to 
recognize in evaluating the possibility of a smart drug is that drugs 
may enhance mental performance in some aspects and in some con-
ditions, but that generally speaking they support the functions that 
are least valuable to personal and professional development. Our 
moral obligations stretch to making this clear to those who might be 
tempted to use such drugs.

The size of this task should not be underestimated. Consider the 
claim made by the evolutionary psychologists, that the modern skull 
houses a stone age mind (Cosmides and Tooby, 1997). If we take a 
rigorously non-materialist perspective, then we have to see that the 
modern skull not only houses a modern mind, but that the modern 
mind is much better than the mind of 10,000 years ago, or even 50 
years ago.

I cannot speak for you, but my modern mind is furnished with a 
range of cultural tools which have become available at very specifi c 
historical points in time. I can count using a number system that uses 
place value and the symbol for zero, my understanding of my place in 
the cosmos is informed by the work of Copernicus, I can understand 
differential calculus, I use a watch and diary to manage my social 
obligations, and I know how to use a computer to communicate with 
other people, analyse data and manage information.

In evolutionary terms, my brain is a stone age brain – or a modern 
brain if you wish, as evolutionary changes are so slow that there is no 
difference. But that does not mean that I am condemned to having 
a stone age mind. My mind, like yours, is stuffed with modern ways 
of understanding and thinking, and modern tools for organizing 
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 perceptions. Of course, we were not born with them, and we have 
incorporated most of them so fi rmly into our ways of thinking that 
we think that they are ‘natural’. But that should not blind us to the 
fact that most of the tools that we use for managing our thinking 
would not have been available even a few generations ago.

Nor are those tools for managing our performance equally avail-
able to everybody. People in industrialized societies routinely use 
symbols to manage their performance and interactions. In fact, they 
use them so routinely that they have almost disappeared from our 
consciousness. When the hour glass appears on the screen of the 
computer, I know to take a pause for thought and breath, because 
the computer is not going to respond to anything that I do. I do not 
even think about the complexity of social organization that I accept 
when I see a road sign that tells me which way to turn. Symbols such 
as these for organizing ourselves are ubiquitous, and so routine that 
they have become invisible.

Some years ago I visited a project in rural education in Mexico. 
One of the lessons which the project was trying to convey was this 
ubiquity of symbols in managing human affairs. But, and this struck 
me very forcefully, in Mexican rural communities such symbols are 
not ubiquitous. One tutor pointed out to us that in order to fi nd such 
a symbol, the nearest road sign, members of the community had to 
walk for over half an hour. The cultural furniture of minds is not 
evenly distributed among people, and increasing fairness in its dis-
tribution is the function of education.

Perhaps I should add a comment, about the values that I employ 
here. I have argued that the modern mind is different from the stone 
age mind. But more than that, I have argued that the modern mind 
is better. This does not mean that I accept that all scientifi c devel-
opment is ‘progress’, or that all change is for the better. There is no 
particular virtue in being able to recite the alphabet or chant one’s 
seven times table. Such things can be used as much for oppression as 
for liberation. I might as easily have talked about advertising hoard-
ings for casinos and alcohol as about road signs, and I would not 
necessarily regard those elements of modern society as much bet-
ter than the way our ancestors arranged their lives. But when these 
things acquire positive value is when we use them, consciously and 
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refl ectively, to organize our own thinking and manage ourselves. We 
create ourselves through the range of mental furniture we choose to 
incorporate into ourselves. And we currently have a much larger, and 
growing, range of tools for self-management available to us than any 
previous generation.

I have set out here a view of human intellectual development which 
is based upon the views of Vygotsky, Dewey and Popper. There is a 
contrasting view of human intellectual development, or perhaps the 
lack of it, which is based on the views of Darwin and Hobbes, that life 
is ‘nasty, brutish and short’. I do not have any great argument with 
Darwin and Hobbes when it comes to explaining the organization 
of our brain, or the workings of our lower mental functions. What 
I argue is that the culture and learning that we build on our ani-
mal foundation is more important, and capable of over-riding our 
genetic inheritance. But it appears much easier for most people to 
believe that our minds are primitive, and that our experience, both 
personal and cultural, does not add anything substantial to the way 
we function. And it is the gap between these two approaches that is a 
measure of the task that we have to come to terms with in managing 
our non-material selves.

In summary, our view of intelligence has become inextricably 
linked with our efforts to measure it. For reasons that had a positive 
motivation in the fi rst place, such as instilling our concept of intel-
ligence with scientifi c reliability, or fi nding measures of intelligence 
that will help us to ensure that access to education is provided on a 
fair basis, we have designed intelligence tests in specifi c ways. Such 
approaches to intelligence are tied in with our other views on edu-
cation, such as the question of whether the learner is responsible 
for their own learning, or whether learning is the outcome of being 
put in situations which are beyond his or her control. I have written 
elsewhere about those more general issues of modelling the educa-
tional process, and pointed to what I think are the shortcomings of 
the normal way of thinking about causation in education (Turner, 
2004 and 2007). But what needs to be borne in mind in relation to 
the possibility of smart drugs is that our commonsense view of intel-
ligence is infused with our commonsense views of both science and 
education, and those views incline us to think that smart drugs will 
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increase intelligence in an unproblematic way. If we think of educa-
tion as something which is ‘done’ to young people, and that know-
ledge is ‘transmitted’ from the teacher to the learner, it is natural 
to think of intelligence being improved by something that improves 
physical channels of communication. If our commonsense concepts 
of intelligence and education are fl awed, as I believe they are, the 
idea of smart drugs will be much more complicated.



Chapter 5

Thinking Harder or Thinking Smarter?

In the Defeat of Sleep (BBC, 2007), Professor Gary Lynch of the 
University of California at Irvine tries to give an illustration of what it 
might mean to visualize being smarter. This is an interesting question 
which appears very straightforward. After all, if it really is possible to 
imagine that taking a ‘smart drug’ will make one more intelligent, it 
ought to be possible to apprehend, just as easily, what being smarter 
would be like. If I want to be smarter, what, exactly, is it that I want to 
be able to do that I cannot do now?

Lynch offers what, on the face of it, is a simple answer. He refers 
us to a paper published in 1956, by George A. Miller, called ‘The 
Magical Number 7 Plus or Minus 2: Some Limits on Our Capacity for 
Processing Information’. In the article, which has become a classic, 
and has been cited in no fewer than 4,500 academic papers since it 
was written, Miller suggests that, in a number of areas, the human 
mind seems to have limits to the amount of information that can be 
processed at a time, and in particular that about seven items of infor-
mation is that limit.

First of all, let me give a very simple example of how that might 
work. In 2007 The Times published a puzzle in its Daily Workout sec-
tion similar to the following:

15

7

5 12 1
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‘Add Up: The number in each circle is the sum of the two below it. 
Work out the top number. Try it in your head, if you can’.

15 5 7 1 8, so the number in the fi rst circle in the second row 
must be 8. Similarly, 7 5 5 1 2, so the middle number on the bottom 
row must be 2. If we put those numbers into the puzzle pyramid, the 
result is:

15

78

5 2 12 1

Similar reasoning gives the answer that the remaining number on 
the bottom line is 3, although calculating it is not strictly necessary.

After that we can work our way up the pyramid by simply adding 
the numbers together. A next step might be:

15

7 14 138

53 2 12 1

The pyramid can then be relatively simply completed:

15 21 27

36 48

84

7 14 138

53 2 12 1
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The most diffi cult mental arithmetic operation that is required is 
36 1 48 5 84. In those terms, it is not very diffi cult. However, if we 
add in the injunction to try to work it out in our head, without writing 
down any of the intermediate answers, the task becomes very much 
more diffi cult. At the same time as performing all those little add-
ition sums, one has to remember the numbers that are to be entered 
into the circles in the pyramid. There are 10 blank circles in the 
original puzzle, so that in order to fi nd the answer we will probably 
need to keep in mind 10 numbers at the same time as performing 
the last addition. Interestingly, this exceeds Miller’s magical number 
seven, and it is by no means easy to do – you may wish to try.

Lynch takes this as a starting point, or perhaps better a metaphor, 
in order to explain what it would be like to think beyond the range 
of normal human beings. He speculates that, since the majority of us 
are stuck with a limit of about seven items in active memory, genius 
may consist in being able to juggle a dozen, or even a score of items 
in active memory. As a simple metaphor this has some attractions. 
More memory equals better thinking. I certainly know that if I plug 
an extra gigabyte or two into the motherboard of my computer it will 
be able to run programs more effi ciently than it does now, and may 
even be able to run some programs that are beyond its capacity now. 
And it plays into the idea of smart drugs, and the physical basis for 
intellectual ability, rather well. If thinking and memory are processes 
which depend upon the creation of connections between neighbour-
ing neurons, then more connections may equate with better think-
ing. If we can increase the fl ow of oxygen to those brain cells, or in 
some other way make it possible for them to connect in more com-
plex ways, new thoughts may be possible.

The fi rst thing to note is that Miller did not say what Lynch reports 
him as saying. Lynch argues that there is a limit to the amount of 
information that the human brain can handle, and that this limit can 
only be overcome by the physical improvement of the brain. Miller is 
much more careful in his conclusions than that, and actually points 
to ways in which people can learn to handle more information with-
out an improvement in their brain. Lynch describes Miller’s conclu-
sions in a way that seems to support Lynch’s arguments, and which 
does serious damage to the care with which Miller actually expressed 
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himself. One has to be very charitable indeed to suppose that this 
misinterpretation of Miller is accidental rather than a wilful misin-
terpretation of Miller’s fi ndings. Miller most decidedly not conclude 
that his fi ndings imply a limit to how well we can think, or that new 
ideas must wait upon the improvement of the brain. Perhaps it would 
be best to start by examining what Miller actually said.

First he presented reports on a number of research projects relating 
to mental capacity. These included laboratory experiments involving 
subjects distinguishing between different stimuli, such as the pitch 
of notes or the positioning of pointers, as well as more conventional 
tests of active memory, where subjects are asked to remember lists of 
digits or nonsense syllables. In all cases, there appeared to be some 
kind of limit, around the number seven, to the mental capacity of 
those tested. It seems that subjects can typically distinguish up to six 
different notes, but not more, for example. And this limit appears to 
be independent of how those stimuli are arranged, for example how 
widely they are spread over a frequency range.

This seems paradoxical. As Miller notes:

For example, if you can discriminate fi ve high-pitched tones in one 
series and fi ve low-pitched tones in another series, it is reasonable 
to expect that you could combine all ten into a single series and 
still tell them apart without error. When you try it, however, it does 
not work. The channel capacity for pitch seems to be about six and 
that is the best that you can do.

This reference to ‘channel capacity’ is taken from the explanation 
that Miller constructs about the amount of information that is trans-
mitted by a signal, such as a note of a particular pitch. Miller is argu-
ing, at least in part, that the limit to a person’s capacity to distinguish 
stimuli and remember digits can best be described as a limit to the 
amount of information that he or she can process. Miller stops short 
of suggesting that there is a common mechanism that underlies the 
appearance of this limit in different areas of mental activity, a cau-
tion that Lynch might have done well to emulate.

The second half of the paper addresses this question of whether a 
person faces an absolute limit as to the amount of information that 
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they can process at a particular time. For example, a numerical digit 
conveys less information than a letter of the alphabet; a digit would 
allow one to correctly identify a member of a class of 10, while a letter 
would allow one to identify a member of a class of 26. Consequently, 
if the human brain suffered from an absolute limit to the amount 
of information that it could process at a particular time, a person 
should be able to remember a shorter string of random letters than 
of random numerical digits. It should be easier to remember 451973 
than to remember DKLWXB, because there are a million 6-digit 
numbers to choose from, and over three hundred million combina-
tions that can be made up from 6 letters. That is to say, the string of 
6 letters can convey three hundred times the amount of information 
that can be conveyed by the 6-digit number. But this is not at all what 
happens. It appears that the two sequences are more or less equally 
easy to remember. And certainly, the 6 letters are not three hundred 
times as diffi cult to remember.

Miller accounts for this by describing a process which he calls 
‘chunking’ or ‘recoding’. A person can reorganize information into 
familiar groupings or chunks which make the information easier to 
remember. In an experiment conducted by Smith, experts familiar 
with different number systems were asked to remember strings of 
binary digits, by reorganizing them into numbers in base 8, base 16 
and base 32. As a consequence of collecting the same information 
together into larger chunks, it was easier for the subjects to retain 
the information. It is this process of chunking that is of interest to 
Miller, rather than the absolute limit that seems to be represented by 
the remembering of seven chunks.

To put this another way, the specialist in a fi eld and the novice may 
each recall seven things about that fi eld of study. But the expert’s 
seven items will be complex chunks that they can use to recall a range 
of sub-chunks of information. The expert has developed a classifi ca-
tion system and a range of techniques with which he or she is famil-
iar, and which make it possible to manipulate much larger quantities 
of information. As Miller puts it: ‘[T]he process of recoding is a very 
important one in human psychology and deserves much more expli-
cit attention than it has received. In particular, the kind of linguis-
tic recoding that people do seems to me to be the very lifeblood 
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of the thought processes . . . yet, probably because recoding is less 
accessible to experimental manipulation than nonsense syllables or 
T mazes, the traditional experimental psychologist has contributed 
little or nothing to their analysis’.

I fi nd this reminiscent of Vygotsky’s observation that, because psy-
chologists try to examine everything in terms of stimulus–response, 
psychology is much more successful at accounting for lower mental 
functions than for higher mental functions. And although Miller’s 
commentary was written in the mid-1950s, it stands as an appropriate 
rebuke to Lynch who seeks to use this paper to suggest a limit to nor-
mal thought which can be overcome by the use of pharmaceuticals. 
In fact, Miller’s paper is primarily about techniques which people 
use routinely to overcome that ‘limit’. Recoding is the most import-
ant, but the paper also touches upon others, such as organizing stim-
uli on several different dimensions.

To reiterate, people regularly overcome the problem of handling 
more information by using techniques to organize the task before 
them differently. Let me illustrate this by returning once again to 
the number pyramid, but this time offer a technique which will dra-
matically reduce the amount of memory required. Consider the bot-
tom row of the pyramid alone:

53 2 12 1

Now it happens that the top number in the pyramid can be calcu-
lated by adding the outside two numbers to four times the next two 
numbers in and six times the central number, or adding 3, 20, 12, 48 
and 1.* The rest of the pyramid is irrelevant. So long as a person is 

* If the numbers in the bottom line are a, b, c, d and e, then the numbers in the next line 
up are (a 1 b), (b 1 c), (c 1 d) and (d 1 e).

  Similarly, the three numbers in the next line are:

 (a 1 b 1 b 1 c), (b 1 c 1 c 1 d) and (c 1 d 1 d 1 e),
i.e. (a 1 2b 1 c), (b 1 2c 1 d) and (c 1 2d 1 e).

 The two numbers in the penultimate line are:

 (a 1 2b 1 c 1 b 1 2c 1 d) and (b 1 2c 1 d 1 c 1 2d 1 e),
i.e. (a 1 3b 1 3c 1 d) and (b 1 3c 1 3d 1 e).

 That means that the top number is (a 1 3b 1 3c 1 d 1 b 1 3c 1 3d 1 e),
 i.e. (a 1 4b 1 6c 1 4d 1 e).
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very familiar with their four and six times table (so that multiplying 
by four or six does not occupy a lot of mental process), he or she can 
calculate the top number of the pyramid while remembering only 5 
digits, 3 of which were printed in the original puzzle. This dramat-
ically reduces the processing load, while always giving the correct 
answer.

This means that we have to re-examine Lynch’s suggestion that we 
might imagine what it is like to be a genius, or be able to imagine how 
our thinking might be enhanced by taking smart drugs, by thinking 
that it could enable us to hold more information in active memory 
than was otherwise the case. This is not only not what Miller said, 
but it is necessary to wilfully misinterpret Miller in order to arrive 
at Lynch’s conclusion. Miller said that people routinely exceed their 
own capacity, and they routinely exceed it by learning, internalizing 
and becoming very familiar with coding frames which allow them 
to recode the information that they are thinking about. Such cod-
ing frames include the alphabet, counting systems, multiplication 
tables and many others, each of which is a socially constructed way 
of organizing thought in a helpful way. Vygotsky also spoke of how 
learning involves the incorporation of such classifi catory frameworks 
into our ‘natural’ thought processes in order to enhance, or develop, 
our higher mental functions. He gave the example of memory, where 
certain processes, which he described as techno-mnemonic could 
be added to our unaided, or mnemonic, memory. However, in the 
course of time, those techno-mnemonic processes become internal-
ized as part of our ‘natural’ or automatic thought processes, and 
with increasing familiarity become indistinguishable from the ori-
ginal capacity of the brain. We see here a process through which 
learning enhances the mental capacity and allows us to transcend 
any boundary which may appear to present itself.

In order to illustrate this more fully, it would perhaps be sensible to 
look at another interpretation of Miller’s work which is more faithful 
to the original intent. This is the theory of cognitive load, developed 
by Paul Ayres and John Sweller.

The idea of cognitive load theory is that, at any given point in 
time, there will be a limit to the amount of information that a per-
son can process. Thus, if we wish a person to learn something, there 
is  absolutely no point in trying to teach them at the same time as 
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loading them up with unnecessary memory requirements. For 
example, a person who is using the pyramid puzzle as a means of 
practising simple arithmetic will be completely overloaded if we ask 
them to work it out in their head (as I expect the demonstration has 
already shown). In order to teach a person we need to make sure that 
we frame the essential tasks so that they fall within the person’s cur-
rent capacity.

As a slight aside, there may be a range of hints in Miller’s paper 
as to how this might be done. Miller reported results that showed 
that arranging judgements along several dimensions (such as colour, 
shape and size, for example) would increase the ability to distinguish 
between stimuli (shapes projected onto a screen) – for example an 
ability to distinguish quickly between three different shapes of three 
different colours would be easier than distinguishing nine different 
shapes or nine different colours. However, while different dimensions 
added to the range of stimuli that could be distinguished, the process 
was not strictly additive. More stimuli could be distinguished, but not 
quite as many as would be expected by simply adding together the 
capabilities on each of the stimuli separately.

This hint is full of possibilities for how multimedia stimuli might 
be used to reduce the cognitive load on the learner when presenting 
information. The outcome is not quite as clear as one might initially 
suppose, however, if one assumes that using more media necessarily 
increases the range of material that a person can handle. It seems 
that integrating material from information from different media, 
say visual and auditory, is a cognitive task in its own right, and that, 
consequently, gratuitous use of multimedia can in fact increase cog-
nitive load and make it more diffi cult to take in information.

The other aspect of Miller’s work that is relevant to learning, how-
ever, is recoding. If the material presented is too comfortably within 
the capacity of the learner, he or she will have little incentive to 
recode, or, which is the same thing, to develop new mental classi-
fi cations and frameworks. The task should therefore be within the 
learner’s capacity, but not too far within the capacity that there is no 
stimulus to reorganize his or her ways of thinking. Bearing in mind 
that it will take some mental capacity to learn, presenting tasks which 
fully occupy the learner’s mental capacity, or exceed it, will make 
teaching completely fruitless.
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Thus, in discussing cognitive load theory, van Merriënboer and 
Ayres (2005) note three kinds of cognitive load: (a) intrinsic cognitive 
load, (b) extraneous cognitive load and (c) germane cognitive load.

 (a) Intrinsic cognitive load is the mental capacity that needs to be 
devoted to the specifi c task. It is important to note, however, that 
the description offered by van Merriënboer and Ayres does not 
suggest that this is fi xed for a specifi c task irrespective of the per-
son doing the task and their prior experience. An expert in a 
fi eld will have at his or her disposal techniques, and most par-
ticularly mental schema, which allow them to tackle more com-
plex tasks with less mental effort, or making fewer demands on 
active memory.

(b) Extraneous cognitive load is the cognitive load which arises 
because of the process of instruction, and is not necessary for 
the learning process. We might think, for example, of complex 
language used by the teacher, which impose an additional bur-
den of ‘translation’ upon the novice in order to come to grips 
with the substance of the lesson. In most cases it will be desirable 
to reduce the extraneous cognitive load through careful instruc-
tional design. (I say ‘in most cases’ because it is quite possible to 
imagine cases where high levels of extraneous cognitive load 
would be desirable; when training experts to screen out irrele-
vant stimuli, for example, learning to cope with extraneous cog-
nitive load may be the point and purpose of the exercise.) What 
cognitive load theory suggests is that it is extremely important 
for teachers and instructors to understand the management of 
extraneous cognitive load.

 (c) Germane cognitive load is the cognitive load which is directly 
associated with the process of learning, for example where a pro-
cess of adopting a new schema or reinterpreting previously held 
knowledge in the light of that new schema is required. Again, it 
should be noted that van Merriënboer and Ayres do not suggest 
that there is anything mechanical about this. Simply because a 
person is not overloaded in terms of intrinsic cognitive load or 
extraneous cognitive load, does not mean that they will devote 
their available mental capacity to learning. They also have to be 
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motivated to apply themselves to learning, and see the practical 
importance of that learning in their own situation.

van Merriënboer and Ayres give a useful table (Table 1) summarizing 
the main effects that have been studied using cognitive load theory.

Table 1 Traditional effects studied by CLT and why they reduce extraneous 
cognitive load (reported by Sweller, van Merriënboer and Paas, 1998)

Effect Description Extraneous Load

Goal-Free 
effect 

Replace conventional problems 
with goal-free problems, which 
provide learners with a non-
specifi c goal

Reduces extraneous cognitive 
load caused by relating a current 
problem state to a goal state and 
attempting to reduce differences 
between them; focuses learner’s 
attention on problem states and 
available operators

Worked 
Example 
effect 

Replace conventional problems 
with worked examples that must 
be carefully studied

Reduces extraneous cognitive 
load caused by weak-method 
problem solving; focuses learner’s 
attention on problem states and 
useful solution steps

Completion 
Problem 
effect

Replace conventional problems 
with completion problems, 
provides a partial solution that 
must be completed by the 
learners

Reduces extraneous cognitive 
load because giving part of the 
solution reduces the size of the 
problem space; focuses attention 
on problem states and useful 
solution steps

Split 
Attention 
effect 

Replace multiple sources of 
information (frequently pictures 
and accompanying text) with a 
single, integrated source of 
information

Reduces extraneous cognitive 
load because there is no need to 
mentally integrate the 
information sources

Modality 
effect

Replace a written explanatory 
text and another source of visual 
information such as a diagram 
(unimodal) with a spoken 
explanatory text and a visual 
source of information 
(multimodal)

Reduces extraneous cognitive 
load because the multimodal 
presentation uses both the visual 
and auditory processor of working 
memory

Redundancy 
effect 

Replace multiple sources of 
information that are self-
contained (i.e., they can be 
understood on their own) with 
one source of information

Reduces extraneous cognitive 
load caused by unnecessary 
processing of redundant 
information

Source: With kind permission from Springer Science+Business Media: John Sweller, 1998 ‘Cognitive 
Architecture and Instructional Design’ in Educational Psychology Review, Vol. 10, pp. 251–296.
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As can be seen, most of these can be traced directly back to the 
issues that were raised by Miller in his 1956 paper. For example, and 
as shown when discussing the pyramid puzzle above, the ‘worked 
example effect’ and the ‘completion problem effect’ can be easily 
understood in terms of the reduction in active memory that they 
require of the learner during the process.

The ‘goal-free effect’ is perhaps more surprising, but would appear 
to arise from the superposition of an additional task on the original 
task, as when, for example, the pupil has not only to solve the problem 
to his or her own satisfaction, but also has to produce an answer that 
pleases the teacher. This is a very interesting observation, because it 
suggests that the notion that there is a ‘right answer’ may be coun-
terproductive in the initial exploration that the pupil undertakes. 
It would also appear to have far-reaching implications for teaching 
method, as we know that teachers will very often structure question-
ing of a pupil to lead them to the answer that they prefer, and that 
teachers will do this secure in the belief that they are providing ‘scaf-
folding’ which helps learning take place.

The ‘split attention effect’ and the ‘modality effect’ are interesting, 
because they take us back to Miller’s speculation that the intrinsic 
limit to cognitive capacity can be overcome by increasing the num-
ber of dimensions along which judgements are to be made. Thus, in 
Miller’s account, judging the pitch, location and loudness of a sound 
(being three different dimensions) makes increased discrimination 
possible. The account from cognitive load theory, in contrast, sug-
gests that as these dimensions are all auditory, they do not in fact 
add to the discrimination, but rather add to the cognitive load by 
splitting the observer’s attention. To really reduce the cognitive load 
the different dimensions have to be presented by means of different 
modalities – an auditory stimulus with a visual one.

I have no real desire to speculate about how this difference arose, 
or who is closer to understanding the workings of the learner’s mind. 
The issue is, however, available for examination by empirical and 
experimental means, and therefore researchers pursuing the devel-
opment of cognitive load theory will doubtless seek an answer in 
future, if they have not already done so.
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I have no particular brief for cognitive load theory, or any reason 
to think that it necessarily provides a defi nitive account of learn-
ing. But I do think that it illustrates rather well how Miller’s paper 
can be used to develop further speculations about how learning 
might be understood, and how those speculations can be interro-
gated through experimental observations. This is in stark contrast 
with Lynch’s speculations, which do not directly address the ques-
tion of learning. That is to say, cognitive load theory draws no con-
clusions as to the possible brain mechanisms involved, but provides 
insights which may be of direct use to teachers, instructional design-
ers and learners, while Lynch draws specifi c conclusions about brain 
mechanism which provide nothing of any value to either teachers 
or learners. Quite apart form any misinterpretation of Miller’s ori-
ginal ideas, Lynch is quite out of key with the tenor of Miller’s article, 
which specifi cally eschews speculation of this kind about underlying 
mechanisms.

In a well-known paper on the possible links between brain sci-
ence and education, Bruer (1997) suggests that trying to fi nd links 
between brain science and education may be a ‘bridge too far’. He 
argues that brain science may inform psychology, and psychology 
may inform education, but that there is, at the present time, very 
little of practical interest that can be taken directly from brain sci-
ence to education. By including that slight caveat that his conclusion 
is a refl ection on the present state of knowledge, and by a slightly 
reductionist hint in the suggestion that education can be informed 
by psychology and psychology by brain science, Bruer reminds us 
how diffi cult it is to remove all traces of promissory materialism from 
our thinking. But his overall caution about embracing brain science 
as an educational tool is welcome.



Chapter 6

Attention Defi cit

In May 2008 the Academy of Medical Sciences (2008) published a 
report by a working group on Brain Science, Addiction and Drugs, a 
major part of which was devoted to the use of cognition enhancing 
drugs, or ‘smart drugs’. While this was, in many ways, an attempt to 
present a balanced discussion of the issues around the use of cogni-
tion enhancing drugs, it was, in fact, seriously biased in two import-
ant respects. First, it was very fi rmly based upon a medical model 
of intelligence, and the idea that knowledge and memory depend 
essentially upon the physical mechanism that is used to express 
them. And secondly, and perhaps as a direct consequence of that, it 
slipped rather too often into the assumption that cognition enhan-
cing drugs, in some form or another, work.

In this chapter I will use that report as a measure of how the med-
ical model of brain function shapes our thinking about learning. 
And against that background, I will develop an alternative, construct-
ivist view of intelligence and learning, derived from the theories of 
Vygotsky and Mead, which presents learning as social, language and 
culture as mechanisms for self-control, and meta-cognition, know-
ledge about what is known, as being as important as or more import-
ant than the actual content of what is known. It will look at learning 
as the development of the ability to focus one’s own attention.

In effect, we have two very different ways of thinking about the 
functioning of the brain and mind. In one, forgetting is seen as 
something pathological, a malfunction of the person, which needs 
to be treated and corrected. In the other, forgetting is a normal func-
tion of life, which we all experience to a greater or lesser extent, 
but which we can manage by employing a variety of techniques judi-
ciously. It may even be the case, if we think for a moment about how 
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 overwhelmed we would be if we never forgot anything, that forget-
ting has a positive function in helping us to cope with unpleasant 
experiences, or to select the most relevant information.

Much the same applies to the ability to focus one’s attention, which 
in the medical model should be enhanced if defi cient through the 
use of drugs such as ritalin. On the constructivist view, managing 
one’s attention is something that each of us has to learn how to do, 
and at which one can become better over time with experience. 
However, that tendency that we all have to fi nd our minds wander-
ing from the subject in hand may also be a benefi t, as when one is 
taken from reading a book by a beautiful sunset, or perhaps notices a 
happy conjunction of idea that leads to a serendipitous discovery.

In the former view we are born with certain capabilities, and if 
we are not as good as the next person at remembering, or focusing 
our attention, then we are exhibiting symptoms of a syndrome that 
should be treated. On the latter view we are simply experiencing part 
of that wide diversity which is part of the human condition.

One of the opening paragraphs of Academy of Medical Sciences’ 
report explained why there is currently such a high level of interest 
in cognition enhancing drugs:

Much of the recent attention directed towards cognition enhancers 
is due to the pharmaceutical industry’s interest in treatments for 
dementia (including Alzheimer’s disease, Pick’s disease and Lewy 
body dementia, as well as the dementia associated with Parkinson’s 
disease) and, more recently, stroke, schizophrenia and Attention 
Defi cit Hyperactivity Disorder (ADHD). The economic arguments 
underpinning this interest are compelling, given the prevalence 
of these disorders and the potential market for effective therapies. 
(Academy of Medical Sciences, 2008: 146)

This is interesting for a number of reasons, both in stressing the med-
ical basis for the interest in such drugs, but also in stressing the very 
large economic interests that are involved. However, this comment 
should, perhaps, be taken together with a refl ection from the dis-
cussion of cognition enhancing drugs, where the report stated, ‘The 
Foresight project concluded that pharmaceutical companies have not 
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pursued cognition enhancing drugs for use in the healthy population 
because of perceived regulation and litigation issues that enhance 
commercial risk’ (Academy of Medical Sciences, 2008: 158).

There is a line of reasoning here, which suggests that pharmaceut-
ical companies are not pursuing (and perhaps should not pursue) 
the development of drugs which enhance the cognition of normal, 
healthy people. But this is linked to the idea that ADHD, which at the 
very best is a rather loose collection of symptoms, is to be classifi ed 
as a disease, and is therefore suitable for treatment (and, by implica-
tion, economic exploitation).

It is worth taking a brief diversion here into Vygotsky’s theory of 
learning. Vygotsky suggested that we are born with certain native 
refl exes, such as turning our attention to loud noises. We can, how-
ever, be taught to focus our attention on other stimuli – our mother’s 
voice, somebody calling our name, and by degrees ever more fi nely 
graduated symbols that can be used to guide attention. Eventually, 
having seen not only how others can manage our attention using 
language, but also how we can manage the attention of others in a 
similar way, we come to an understanding of how we can manage our 
own attention using symbols. I promise myself a break and a cup of 
coffee after working on this book for half an hour, or I manage my 
environment to reduce the likelihood of distractions that I do not 
wish to pay attention to.

‘Attention defi cit’ is a very interesting concept. It is, after all, highly 
context specifi c. If I am cornered at a cocktail party by somebody 
who wishes to talk about fl y fi shing or motor racing, or something 
else that I have no interest in, I am likely to fi nd my concentration 
wandering, as I speculate whether there is somebody more interest-
ing in the room that I might talk to. I might even feel moved to get 
up and walk away. But if the conversation was engrossing me, I would 
have relatively little diffi culty concentrating on the details. I would 
hardly think that I had contracted a disease at the party by com-
ing into contact with people who might be contagious. On the other 
hand, if I only ever came into contact with people who talked about 
matters that were of no interest to me, and for which I could see 
no practical purpose, then I might well not develop those habits of 
 critical and active listening which, through careful practice, I have 
now developed so that I can use them at will.
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The idea that self-management of our attention is something that 
we are born with, and that if a child is distracted this means they 
are suffering form a medical condition, is really very extraordinary. 
Children show very great powers of concentration on matters that 
interest them, and through practice can also employ them on mat-
ters that are of less interest to them. All of our higher mental abilities 
are developed over time with practice, and the ability to listen cour-
teously to something that is of little interest is something that we take 
on board as part of our adult responsibilities. Children are different 
from adults, in a variety of ways – the proportions of their bodies, the 
development of their bones and muscles, their ability to sit still and 
concentrate for long periods on dull matter – but, with the exception 
of the last, these are not generally seen as disorders. Of course there 
are extreme cases, but most of us fall within a range that, as we grow, 
means that we develop out of those conditions.

It will be important to return to the question of what is, or is not, 
natural in the way that we think. The conclusion that we need to take 
away from Vygotsky’s work is that there are very few adults who think 
in a way that is ‘natural’. We have incorporated into the way that we 
think techniques and symbols that we have drawn from the culture 
in which we were raised so that we can think in better ways. Do I 
think in the same way as a person from the stone age, or even from 
the fourteenth century? Absolutely, I do not. A person from the stone 
age, or from the fourteenth century, could not use differential calcu-
lus. He or she had a different notion of perspective than I do. And he 
or she knew nothing of modern technology, and could therefore not 
compare the action of the heart with that of a pump, or that of the 
brain with the action of a computer. (Whether such metaphors help 
or hinder my thinking is not the point here; those metaphors, for 
better or worse, were not available to people from earlier centuries.) 
There is nothing ‘natural’ about the way that we think. Our thinking 
is enhanced, but it is enhanced by the incorporation of ways of think-
ing, of conceptual frameworks, of thinking schema and so on.

In contrast with that, do I have a brain that is similar to that of a 
person from the stone age or the fourteenth century? Yes, I do. Very 
little in brain physiology has changed in centuries, and that raises 
important questions about the too ready reliance on the idea that 
thought, memory and intelligence have a directly physical basis. The 



90 Using the Medical Model in Education

most important parts of human thought, that is to say those parts 
that are most characteristically human, do not leave a physical trace 
in the brain.

This means that it is very important to weigh carefully what it is 
that we need to believe if we are to suppose that there may be cog-
nition enhancing drugs, and what, in this report, is being taken for 
granted. First, the pharmaceutical companies are addressing what 
seems to me to be a primitive need for reassurance in most people 
that they are not interfering in the ‘natural’. Drugs are being devel-
oped to cure diseases. But that also means that if there is a widely 
prevalent condition that they think they can provide drugs for, they 
must manage to convince us that it is pathological, as is the case 
with ADHD. In spite of the fact that we send children to school for 
12 years or more in an effort to induce them to adopt unnatural 
ways of thinking, the report specifi cally notes the attachment that 
the general public seems to have to supposedly natural ways of con-
ducting oneself, and the paradoxes that this leads to: ‘For instance, it 
was seen as much more desirable to add cognition enhancers to food 
such as broccoli; the idea of feeding “enhanced broccoli” to one’s 
family was viewed far more favourably than dosing a child with a pill 
before going to school’ (Academy of Medical Sciences, 2008: 149).

This fl uidity about whether what we are looking at are illnesses or 
not can be moved decisively in favour of the pharmaceutical com-
panies by suggesting that all of us experience pathological failures 
of cognition from time to time, and of course, the more often we 
experience them, the more legitimate will the routine use of cogni-
tion enhancing drugs become. ‘How is it possible to boost cognitive 
function in healthy individuals, if they already perform at or near 
the optimum? The reason is that normal cognition often strays from 
optimum, for example as a function of fatigue, sleep deprivation or 
stress’ (Academy of Medical Sciences, 2008: 153). That is to say, we all 
know that we under-perform on occasions, and that, consequently, 
we might bring ourselves back to peak performance with the use of 
cognition enhancing drugs.

It is curious, since the report refers to the comparison with the use 
of performance enhancing drugs in sport which is often used, that 
the analogy should not be followed to its logical conclusion. Would 
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it be acceptable for sportsmen and women to use drugs on the days 
when their performance was a little below par? In most drug testing 
regimes, it would not; the use of drugs to enhance performance is 
absolutely prohibited.

However, this model of cognition enhancing drugs, as bringing us 
back up to some supposedly natural, optimal level of performance, 
leads to further confusions and complications. Although we actually 
know very little about how a specifi c mental process would be given 
expression in the brain, it is generally assumed (perhaps it is the 
only sensible assumption and quite possibly correct) that thoughts 
are propagated by chains of neurons, each one passing a message 
to others that are interconnected with it. For this to be a feasible 
mechanism, however, the brain cannot be constructed entirely of 
neurons which excite other interconnected neurons. Such a brain 
would be subject to ever-increasing bouts of excitation which never 
ended. The brain must also incorporate mechanisms for damping 
down cell activity, neurons that inhibit the action of other cells once 
the thought has passed. The brain must be a careful balance of exci-
tation and inhibition so that thoughts, our important thoughts, can 
develop but not be drowned out by a multitude of other, secondary 
signals.

If we wish to enhance cognitive function, do we need more excita-
tion, or do we need more inhibition? Or, perhaps, do we already have 
exactly the right amount of both, and any disturbance of that balance 
might actually impair our cognitive functions? The report suggests 
that the latter might be the case, by arguing that the relationship 
between neurotransmitter function and cognitive function is in the 
shape of an inverted U (Academy of Medical Sciences, 2008: 150). 
That is to say, there is an optimal balance and that moving either 
way will upset cognitive function. The report notes a number of con-
sequences of this, not least that different levels of excitation may be 
appropriate for different cognitive functions. In addition, it implies 
that drugs will act differently in ‘normal’ subjects than in those who 
have some permanent imbalance in their neurochemistry. All of this 
points to the need for extreme caution when interpreting the results 
of tests with cognition enhancing drugs. I do not think that the need 
for caution would be disputed, and the report highlights this on 
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several occasions. It remains an open question, however, whether the 
report exemplifi es an appropriate level of caution.

We should not then be surprised that the report includes this descrip-
tion of cognition enhancing drugs: ‘Research has shown that most of 
the pharmaceutical drugs act to enhance (or diminish) neurotrans-
mitter function and synaptic effi cacy’ (Academy of Medical Sciences, 
2008: 143). That rather interesting admission that we are not sure 
whether we ought to be trying to enhance or diminish neurotrans-
mitter function should at least give us a hint as to the true state of 
medical knowledge in this fi eld. Those with knowledge of the medical 
sciences are generally keen to stress, as this report does, that we know 
relatively little at the moment, and that useful applications are a long 
way off, but they invariably follow that with the very great promise that 
research in this fi eld holds out, and, of course, that more research is 
necessary. Medical solutions appear to hold such promise.

‘However, small percentage increments in performance can lead 
to signifi cant improvements in functional outcome; it is conceivable 
that a 10% improvement in memory score could lead to an improve-
ment in an A-level grade or degree class’ (Academy of Medical 
Sciences, 2008: 150). If such a modest improvement in performance 
could turn mediocre students into excellent students, this seems 
to be a prize well worth investing in. This should give us pause for 
thought, but not, I hope, in a medical line of argument. If memory 
alone can account for a grade or two or a degree class or two, could 
we not design tests that are able to measure more important mental 
capacities, since we will rarely ask graduates to perform a task on the 
basis of their memory, but will expect them to make full use of refer-
ence libraries and information sources in forming their judgements. 
But this does lead us rather importantly to the question of what kind 
of tests are being used to measure cognitive enhancement. What, 
exactly, counts as cognitive enhancement, and how close is it to any-
thing that we might think was valuable in everyday life?

The report puts this question in a rather similar form, and appears 
to suggest an answer:

Researchers will need to explore novel approaches to evaluating the 
effects of cognition enhancers in healthy individuals, particularly 
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in relating laboratory evaluations to everyday functional outcomes. 
For instance, how does the laboratory observation that modafi nil 
enables human volunteers to hold an average of seven digits in short 
term memory, rather than six, relate to everyday performance, say 
in planning a shopping trip or in enhancing performance in the 
workplace? To validate laboratory measures as predictors of real life 
effects, researchers will have to be able to measure such everyday 
performance in signifi cantly better ways than at present. (Academy 
of Medical Sciences, 2008: 158)

That is to say, after taking a dose of modafi nil, human volunteers 
were able to hold an average of seven digits in short term memory 
rather than six. Before dismissing such evidence as nonsense, it is 
perhaps worth considering why it is important that the tests were 
conducted on such very low level activities. In the previous chapter 
I referred to work derived from the insights provided by Miller that 
showed that what we can keep in our memories is critically linked 
to how we chunk information, and what techniques, classifi cations 
and schema we are familiar with for managing memory. If cogni-
tion enhancing drugs were tested in circumstances where chunking 
effects and the effects of prior knowledge might infl uence the out-
come, any possible effects of the drugs would be swamped by the 
things that are actually important in human memory. In order to see 
the effects of drugs at all it is necessary that the tests be conducted 
on tasks that are extremely simple. So simple, in fact, as to rule out 
the infl uence of higher mental functions at all.

Suppose, for example, that we take a simple technique for remem-
bering random digits, which many people use for remembering PIN 
numbers, namely visualizing a sequence of key strokes on a telephone 
key pad. This might make it possible for a person to memorize an 
additional digit, say seven digits instead of six. There are many such 
methods for remembering sequences of random digits. Breaking 
them down into dates is a common one. My personal favourite is to 
group numbers into the numbers of bus routes that have played an 
important part in my life. Other people will have other methods. 
Each of these mnemono-technical methods can have an impact on 
performance in memory tests comparable to the size of the effect of 
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drugs, and that effect will increase as the task becomes more com-
plex. Therefore any test of the effi cacy of drugs is likely to interfere 
with the results obtained. Some people may be using mnemono-
technical methods and others may not, while a few may even adopt 
them during the tests.

In case it should be thought that I am trying to criticize the test-
ing procedures used to test cognition enhancing drugs by selecting 
the most trivial of tests, I should stress that I am not. If I wanted to 
do that, I might point to the drug tests where apes are trained to 
respond to shapes that are projected on the screen of a computer, 
and then tested for their reactions after they have been deprived of 
sleep (Lynch, 2006). And the issue here is not that sleep deprived 
chimpanzees are as far removed as one can hope to get from every-
day human experience. The point is that when testing chimpan-
zees the mental associations of the stars and circles and crescents 
displayed on the screen can be ignored. The idea that the chim-
panzee might be especially motivated, for some reason, to struggle 
against tiredness can be ignored. In fact, anything human in terms 
of thought processes can be eliminated so that the action of the cog-
nition enhancing drugs can be studied.

But even more interestingly, the report does not conclude that it 
would be foolish to infer anything from drug tests and transfer it to 
more complex human activities. On the contrary, it suggests that, 
‘researchers will have to be able to measure such everyday perform-
ance in signifi cantly better ways than at present’. The only thing that 
can possibly mean is that everyday performance will have to be bro-
ken down into insignifi cant pieces that fi t into the kind of double 
blind drug trials that medicine demands. Do not let us suppose for 
one minute that teachers or educationists may have some insight into 
how everyday performance might be measured and evaluated. Let us 
hand that task over to medical researchers. Perhaps we already have, 
in our endless search for basic, transferable skills and testable compe-
tencies. Cognition enhancing drugs may have no discernible benefi t 
for the normal, healthy learner, but the idea of them may already be 
having a terrible, deleterious effect on the education of millions.

Currently the main candidate as cognition enhancing drug 
of choice, which is readily available on the internet, is modafi nil. 
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On the specifi c subject of modafi nil, the report had the following 
to say:

Modafi nil (Provigil) is licensed in the UK for treating the exces-
sive daytime sleepiness associated with narcolepsy and disorders of 
breathing during sleep (sleep apnoea). The drug is also used in the 
treatment of sleep disorders resulting from shift-work. Recent stud-
ies have shown that non-sleep deprived volunteers may also bene-
fi t in certain domains of cognitive function. For instance, tests in 
young adults have shown improvements in verbal working memory, 
visual recognition, planning performance and executive inhibitory 
control (stop-signal reaction time) (Randall et al., 2003; Turner 
et al., 2003b [Turner et al., 2003]; Muller et al., 2004). However, 
improvements were not seen in other tests of learning and memory, 
suggesting that the benefi cial effects of modafi nil may be limited 
to particular brain systems. Clinical trials and laboratory studies 
of modafi nil have shown improvements in cognitive function in 
cases of ADHD (Turner et al., 2004a) and schizophrenia (Turner 
et al., 2004b). However, in the USA, the licensing for the use of 
modafi nil to treat ADHD has been delayed by reports of rare der-
matological side effects. The benefi cial effects of modafi nil, and 
its lack of obvious toxic effects or apparent abuse liability (Myrick 
et al., 2004), appear to have led to considerable ‘offl abel’ use of 
this compound, in addition to its recent use by the USA military. 
(Academy of Medical Sciences, 2008: 150–1)

I have quoted this at length because I think that it is important to 
acknowledge that these drugs may have some benefi cial effects. While 
I have some doubts about ADHD, as noted above, I have no wish to 
suggest that we should not be looking for drugs which help in the treat-
ment of schizophrenia. But even if one is trying to be a even handed 
as possible, it is diffi cult to avoid the fact that this paragraph presents a 
rather confused picture, of a drug that lacks ‘obvious toxic effects’ but 
has failed to satisfy the licensing authorities in the USA because of its 
side effects (the less serious of which are not even mentioned).

And there seems to be still more confusion in the idea of a drug 
that lacks ‘apparent abuse liability’ at the same time as exhibiting 
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‘considerable “offl abel” use’, elsewhere estimated at $500 million a 
year. In so much confusion, one thing appears absolutely clear; a 
general faith among the authors of the report and the members of 
the public that they engaged in their enquiries that such drugs could 
bring about cognitive enhancement.

When listing the concerns that the general public harboured in 
relation to the widespread use of cognition enhancing drugs, the 
report had this to say:

Public engagement: concerns

It is clear from the results of the public engagement programme 
that most of the hopes for cognition enhancers focus on their 
potential use in helping people who are ill, rather than enhancing 
the ‘well’. Participants cited several concerns related to the possi-
bility of cognition enhancers becoming widely available for use by 
healthy adults. These can be broadly categorised as follows:

1. Unwanted or unknown side effects, related to a general fear of 
addiction and the absence of information about their long term 
effects.

2. Devaluation of ‘normal’ achievements and the potential reduc-
tion in the intrinsic value of the effort and motivation involved 
in learning.

3. Inequality, particularly if such drugs were expensive.
4. Pressure to use and exacerbation of an already over-competitive 

culture.
5. Control of people’s behaviour.
6. Personality change, perhaps resulting from long-term use. 

(Academy of Medical Sciences, 2008: 156)

It is noticeable that all of the concerns which were central to the 
public resulted from a belief that the drugs work. It is not possible to 
be concerned that the use of drugs might devalue ‘normal’ achieve-
ment, or bring about a drug divide in society, or lead to increased 
competitiveness, unless one fi rst believes that the drugs actually do 
have the desired effect of enhancing cognitive performance, and that 
in areas that have a signifi cant impact in everyday life. Even the other 
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concerns are concerns about side effects, and there would be little 
need to worry about the side effects or long term use if the drugs did 
not have some effects that were seen as primary and benefi cial. Why 
is it that we fi nd it so easy to imagine that such drugs could work?

Before leaving this question, it would perhaps be appropriate to 
note that the balanced views expressed in the report of the Academy 
of Medical Sciences are by no means the only ones to be found in the 
public arena. The New Scientist of 13 December 2008 carried a story 
under the headline ‘Go brain-boosters’. The report, which was based 
on an article in Nature, summarized the gist of the report: ‘Society 
should embrace the use of drugs that boost brain power. That’s the 
message from a group of neuroscientists, psychiatrists and ethicists’ 
(‘Go Brain-boosters’, 2008).

The report in the New Scientist concludes with a comment from 
Julian Savulescu: ‘Brain pills could give an edge to nations whose 
citizens opt to raise their intelligence, suggests neuroethicist Julian 
Savulescu of the University of Oxford’. Although this comment does 
not come from one of the many co-authors of the Nature paper, it 
is clearly designed to bolster the idea that cognition enhancement 
is ethically unobjectionable. However, the case is somewhat weak-
ened by the fact that Savulescu, in spite of being a ‘neuroethicist’, 
seems to be able to embrace almost any use of drugs for performance 
enhancement, in all spheres of activity. As another newspaper report 
makes clear, ‘It [sport] is another one of the realms in which he has 
attracted controversy – unlike many people, he has no moral prob-
lem with sportspeople using performance enhancing drugs. “The 
whole concept that performance-enhancement itself is against the 
spirit of sport is wrong” he says’ (Maley, 2008).

Returning to the original report in Nature, however, it is clear that 
the ‘commentary’ is far from neutral. Cognition enhancement is pre-
sented as being the moral equivalent of drinking coffee, and improv-
ing human beings is argued to be a moral obligation, rather than an 
activity that needs to be weighed carefully.

Many people have doubts about the moral status of enhancement 
drugs for reasons ranging from the pragmatic to the philosoph-
ical, including concerns about short-circuiting personal agency and 
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undermining the value of human effort. Kass, for example, has 
written of the subtle but, in his view, important differences between 
human enhancement through biotechnology and through more 
traditional means. Such arguments have been persuasively rejected 
(for example see ref. 17). (Greely et al., 2008: 703)

Greely and his co-authors fail to note, however, that reference 17 
was in fact written by Harris, one of the co-authors himself. Harris, 
who works for the Institute for Science, Ethics and Innovation at the 
University of Manchester, equates taking cognition enhancing pills 
with wearing glasses, and supported his views in the BBC programme, 
The Defeat of Sleep (BBC, 2007) with such circular arguments as the 
idea that enhancement must be good, or we would call it something 
other than enhancement. This kind of reasoning undermines any 
attempt to develop policy on rational grounds, and is damaging far 
beyond the realms of either sport or cognition enhancement.

Greely and his colleagues suggest that the arguments against cogni-
tion enhancing drugs can be classifi ed into three main groups: that 
they are cheating, that they are unnatural, and that they amount to 
drug abuse. In relation to drug abuse, their argument is that drugs 
are placed on a spectrum which takes into account the balance of 
harm and benefi t that the drugs produce, ranging from heroin to 
caffeine, and that, ‘the mere fact that cognition enhancers are drugs 
is no reason to outlaw them’ (Greely et al., 2008: 703). That seems to 
me to be a perfectly valid argument, which would be quite acceptable 
from scholars who are seriously engaged with the idea of evaluating 
the relative harm and benefi ts of those drugs. From those who seek 
to equate cognition enhancing drugs with taking coffee or attending 
additional tuition, without any serious attempt to evaluate the possible 
harm of such drugs, or to see whether the benefi ts really compare 
with appropriate additional study, they are simply disingenuous.

While the dismissal of the appeal to the natural by Greely and his 
colleagues is, in my view, unobjectionable, the issue of cheating is a 
more complex one. They note that in the context of sport, taking 
drugs is cheating, because it is against the rules. The implication 
appears to be that in a broader sense, there are no rules to life, and 
that cheating can only take place in a context where there are formal 
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rules. At the level of word play, this may be quite true, but it essen-
tially dismisses the question of whether any activity can be judged 
immoral; immoral acts are those which breach the informal ethical 
rules of society, and in that sense immorality can be equated with 
cheating. If we restrict the notion of cheating, and therefore immor-
ality, to spheres where there are well defi ned bodies of regulation, 
we have effectively decided that ethicists can have nothing to tell us 
about the way that we live our lives. And that case is being advanced 
by a group of authors who collectively wish to comment on the eth-
ics of taking drugs. This would seem, at the very least, to be a self-
defeating position.

Overall, Greely and his colleagues advance the proposition that 
taking cognition enhancing drugs is amoral rather than immoral, 
and that moral considerations are not appropriate.

Drugs may seem distinctive among enhancements in that they 
bring about their effects by altering brain function, but in reality 
so does any intervention that enhances cognition. Recent research 
has identifi ed benefi cial neural changes engendered by exercise, 
nutrition, and sleep, as well as instruction and reading. In short, 
cognitive-enhancing drugs seem morally equivalent to other, more 
familiar, enhancements. (Greely et al., 2008: 703)

This is an extreme form of pragmatism, which assumes that actions 
that have equivalent outcomes are morally equivalent. We can see the 
fallacy in this reasoning clearly if we substitute the same structure 
of argument in a different context: ‘Recent research has identifi ed 
bodily changes engendered by poisoning, shooting and stabbing, as 
well as disease and dying of old age. In short, murder seems morally 
equivalent to other, more familiar, forms of death’.

However, the key question, and it is one that is barely addressed 
at all by Greely and his colleagues, is whether drugs really do bring 
about learning that is equivalent to that produced by study and appli-
cation. Human memory and understanding are not mechanical 
processes of the brain but are processes of the mind. Remembering 
is not, except at the most simplistic level of metaphor, a question of 
fi nding the address where a piece of information is stored. And laying 
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down memories is a process of producing a complex interlinking of 
the factual, the affective and the motivational. When Greely et al. 
call for ‘an evidence-based approach to the evaluation of the risks 
and benefi ts of cognitive enhancement’ (Greely et al., 2008: 703), 
that call rings rather hollow. Even their call for an accelerated pro-
gramme of research into the effects of cognition enhancing drugs 
sounds more like an appeal to fund the work of neuroscientists and 
pharmacological companies than it does a call for realistic research 
into education.

And it may strike the reader as ironic that an article that notes that 
two of its co-authors have possible competing interests arising from 
their involvement with pharmaceutical research should suggest that, 
‘In contrast to physicians, these professionals [educators and human 
resource professionals] have direct confl icts of interest that must be 
addressed in whatever guidelines they recommend’ (Greely et al., 
2008: 704), the assumption being, apparently, that teachers will be 
rushing to stuff their pupils full of drugs, so as to benefi t from the 
improved performance in their classes. Frankly, this demonstrates 
a lack of understanding of both educational professionals and edu-
cational processes that would be laughable were it not advanced 
by those who profess to advance the ‘responsible use of cognitive-
 enhancing drugs’.



Chapter 7

Hyperactivity Disorder – Or Just Having 
Something Better to Do?

There have been huge changes in education over the last 100 years, 
not the least of which is that it has become virtually universal in 
developed countries and is well on its way to becoming universal, or 
near universal, in all countries. The result is that an education sys-
tem, and curriculum, that was developed for a few, voluntary pupils 
has been extended to all. And, in the face of that change, relatively 
few changes have been made to the curricula that we offer.

A 100 years ago only 5 per cent of children in the UK experienced 
secondary education (Gordon et al., 1991: 176) Today we not only 
expect every child to attend secondary school, we expect them to 
be successful, and to leave with qualifi cations. A 100 years ago, the 
majority of adolescents in school were there because they wished to 
be. If they did not enjoy a specifi c class, they were polite enough to 
sit quietly and pretend that they did. And failing all else, they could 
be disciplined by threatening them with exclusion. Today, things are 
very different.

Not that there has been very much change in the curriculum. Text 
books are much more attractively presented these days, but anybody 
who had been in a school in the last few decades would not have 
much diffi culty recognizing the contents of a text book from the 
early twentieth century. But adolescents have no choice but to be in 
school, and they have no particular reason to be polite if a curric-
ulum that is, for the most part, at least a 100 years old does not appeal 
to them. This is not just a question of legislation which has raised 
the age of compulsory schooling. Adolescents have to be in school 
because we have progressively shut down any alternative routes for 
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them to follow. A 100 years ago, even 30 years ago, there were occupa-
tions that were appropriate for those who had not performed well at 
school, had not gained any qualifi cations and preferred to act impul-
sively. Society has changed in ways that make it much more diffi cult 
to survive without being successful in education.

The result is that many people who would, only a 100 years ago, 
have left school because it did not interest them, now fi nd themselves 
with an equal lack of interest, but under some obligation to attend. 
And they do not all feel inclined to sit still and ignore the fact that 
what is offered bores them.

What, in other circumstances, we would regard as a perfectly normal 
response – to get up and fi nd something better to do – is deemed to 
be inappropriate in adolescent schoolchildren. ‘Hyperactivity’ comes 
to be anything that is not simply sitting still and passively absorbing 
knowledge which has no intrinsic value to the child or young person. 
We have highly ambivalent attitudes towards young people, veering 
from seeing them as innocents who need protection to seeing them as 
threatening. Thus we demonize young people when they wear hood-
ies, but seem to be increasingly reluctant to grant them any inde-
pendence before they reach the age of 21. We get exercised about the 
number who are killed in fi ghts, but seem to be oblivious to the fact 
that ten times as many are killed on the roads.

This failure to come to terms with a reasonable attitude to young 
people means that we fi nd their rejection of school threatening, 
when perhaps we should fi nd it no more than reasonable. And we 
feel justifi ed to describe ‘hyperactivity’, ‘school phobia’ or ‘learning 
diffi culties’ in medical terms, and where necessary to force compli-
ance through the use of drugs. A school system designed to meet the 
needs of a tiny fraction of the population is being stretched to meet 
the needs of an overwhelming majority, and when we see signs that 
this is not working, we place the blame on the young people who fi nd 
it hardest to conform.

In particular, curricula used to be designed for a small group of 
people who had already chosen to explore a specifi c professional 
area. Students in universities studying law might expect to become 
lawyers, students of engineering might expect to become engineers 
and students of Greek and Latin might expect to become diplomats 
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and politicians and run the country. With the expansion of higher 
education, that is no longer the case. Fewer than half the graduates 
of law degrees may expect to go on and practise law in any formal 
sense. But degree curricula are still designed on the basis that there 
are essential, basic skills and areas of knowledge which are necessary 
for practitioners in profession X, and it is the role of the degree pro-
gramme to ‘transmit’ them. In practice, something like half of all 
undergraduates are acquiring knowledge and skills which will not be 
at all ‘essential’ to their later work performance and happiness.

This may always have been the case. Having 3 years devoted to 
study for its own sake may have provided a valuable space for young 
undergraduates to decide what they really wanted to do with their 
lives. And, on the assumption that society works better when those in 
important posts are doing work that is congenial to them, this may 
have had an important social and economic function. To paraphrase 
the words of one of my own tutors, ‘University may not be very good 
for engineers, but it is jolly good for young people’, indicating that 
he attached greater importance to the personal development of his 
tutees than to the development of their technical skills.

What has happened since I studied for my fi rst degree, however, 
is that politicians have almost universally adopted the rationale 
that the purpose of higher education is to develop technical skills. 
Moreover, with the expansion of higher education, and the increase 
in investment by public authorities, this rhetoric has gained import-
ance and driven policy development. Perhaps worse still, students 
and their families, especially families that had not come into con-
tact with higher education when it was ‘good for young people’, have 
believed the politicians and taken an instrumental view of higher 
education. At all levels of education there has been a drive towards 
increased effi ciency, cutting out waste and increasing time-on-task.

Unfortunately, neither educationists nor politicians have been par-
ticularly good at foreseeing the future, nor at predicting exactly what 
learning will be of most value to pupils and students. What will turn 
out to be of importance in their later experience is likely to be a 
range of things that they have picked up along the way but which 
they were never explicitly taught. We hope that these might be assets 
to their future professional career, such as critical thinking skills, 
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or adornments to their role as citizens, such as the application of 
their professional perspective to political and social questions, but 
we do very little to address those areas explicitly. As somebody who is 
committed to higher education, I am persuaded that studying for a 
degree does produce an approach to diffi cult issues and a confi dence 
to tackle them which is invaluable. I value the qualities of graduates 
who leave university after several years of conscientious study. But in 
saying that, it is rarely the quality of the specialist knowledge which 
prepares them to take up a professional role in society.

This is not a phenomenon that is restricted to higher education. 
Secondary school curricula are designed primarily to prepare young 
people for their study in higher education. Those who leave for-
mal education at the end of secondary schooling have, for the most 
part, a preparation for a course of action that they do not intend to 
pursue. Similarly primary school is largely shaped in the image of 
what is needed in order to be successful in secondary school, and 
we are now looking at ways of making pre-school an appropriate 
preparation for primary school. (This was not always the case; in 
the pre-Plowden years, primary schools were freer from this pres-
sure to prepare children with the skills that were needed in second-
ary schools. The National Curriculum, key stages of development 
and standard attainment targets have driven primary schools to see 
themselves as preparation for secondary school. And we are in the 
process of seeing this extended further to kindergartens, reception 
classes and childminders.)

And this is not a criticism that can be answered by pointing to ‘voca-
tional’ courses in schools and colleges. Those vocational courses are, 
for the most part, shaped by the expectations of teachers who have 
been brought up in an academic tradition, and who are trying to 
‘cope’ with students who are not adequately prepared or motivated 
to follow the academic curriculum. The result is a nasty hybrid of 
what a subject specialist thinks would be appropriate for somebody 
who is not smart enough to follow the proper course of study.

The real problem lies elsewhere. We are in the process of changing 
our society so as to remove the possible occupations of whole swathes 
of the population. To understand what this means you would need to 
go to a plumbers’ merchant or builders’ merchant at 8 o’clock on a 
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weekday morning. The store will be full of people who have immense 
expertise. They may possibly be holding dirty scraps of paper with 
shopping lists written on them. If they do, those shopping lists will 
probably be appallingly misspelt, to the extent that you, who are 
used to reading standard spelling of the type that you fi nd in this 
book, would have diffi culty deciphering them. Explain to the group 
of  people what you are attempting to do, and why you are there to 
buy parts, and you will fi nd a wealth of expertise, from how to wipe a 
joint in a lead pipe to how to replace a stretch of guttering, because 
this early morning meeting is, in part, a social and learning event. It 
is the seminar of a community of practice.

These skilled men and women are the repository of a huge range 
of experience and skills. For the most part we would describe them as 
functionally illiterate. That is to say, of course, that they would fail a 
test set by an academic. In practice, their literacy is perfectly matched 
to their required functions of writing shopping lists that they can 
understand but nobody else needs to. But their skills are being pro-
gressively phased out of our society. Nobody wipes a soldered joint 
these days, not only because people prefer not to drink water that 
has been supplied through lead pipes, but also because it is diffi cult 
to do and requires skill. Instead, we manufacture plastic piping that 
requires less skill to assemble. We need plumbers and builders with 
fewer skills, but what we describe as functional  literacy – the ability to 
read simple instructions so as to be able to employ simple but novel 
techniques.

The products that builders and plumbers come into contact with 
are manufactured to incorporate more sophisticated technology, 
and require less and less plumbing and building skills and more and 
more general reading skills. A plumber’s job looks more like a librar-
ian’s job than it did a 100 or even 50 years ago. And this is not only 
the case for plumbers and builders. The mechanic who services my 
car tells me that he attends night classes in order to keep abreast 
of the computer-based diagnostic systems that are used in every 
car repair shop. The mechanic who services my motorcycle tells me 
that he spends an hour fi rst thing every morning going through his 
emails to manage the information that is essential for running his 
business. The mechanic who conducts the government-required test 
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on my car or motorcycle has to spend half an hour connected to the 
central computer recording the results of the test. The fi reman who 
comes to my house when the neighbours report what they think is a 
chimney fi re wants to try out some new infra red imaging technol-
ogy that has been provided for such circumstances and to use other 
equipment to test for carbon monoxide in the house.

Jobs that could just be performed on the basis of skill and experi-
ence are rapidly disappearing. Literacy, of a particular sort, adapt-
ability and the readiness to adopt new approaches are required of 
everybody. The person who learned little in their secondary school-
ing used to be able to fi nd a useful and productive role in society, as 
did the person who chose not to go on to university. But their societal 
niches have been progressively reduced. The place for the village 
simpleton who could be sent on errands and found casual employ-
ment has long gone. He has been followed by the itinerant farm-
worker, the blacksmith, the farrier, the cooper, the wheelwright, the 
thatcher and the hedger. He is soon to be followed by the plumber, 
electrician, builder and mechanic. Of course, for each of these occu-
pations there is actually a resurgence of demand, but the ‘reconfi g-
ured’ farrier or carpenter is likely to be a person who manages an 
online business so as to be able to provide a service over a wider geo-
graphical area, and cater for the needs of a clientele that is able to 
pay for this hand-made and therefore luxury service.

The result has been to make everybody’s job look more like mine. 
I should be happy, of course. The distance between a plumber and a 
do-it-yourself amateur diminishes all the time, and the key require-
ment is the ability to handle information. But on a wider social level, 
it does not suit me at all. Our schools and colleges are fi lled with 
people who would not have been there a 100 years ago. And the cur-
riculum that they are offered has not changed very much at all from 
what was offered a 100 years ago. What should we do?

There are surprisingly many answers to this question. The one 
that teachers seem to prefer, and seem to have preferred through 
the ages, is a return to how it used to be done. The students that I 
see today are not as well-prepared as the ones I had 20 years ago, 
and certainly not as well-prepared as my own classmates were. They 
need to leave school/college and get some experience that will suit 
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them better, or they need to be better prepared by the teachers in 
the previous level of education, so that I can get on with my job 
the way I always have. There is a lot of wishful thinking in this. In 
fact, my classmates and I were not nearly so well-prepared as I like 
to remember. I do not suppose that many teachers who come out 
with this solution spend much time going back to look at their own 
undergraduate work, but I suspect that they would be in for a shock. 
And in any case, even in my lifetime, most of the people who were 
my classmates were in school because they wanted to be. Those who 
did not want to be there had left. But this solution does not rec-
ognize that society has changed. There are no jobs for those who 
are ‘not academically inclined’ to go to. They are in school because 
they have to be, not through any force of law, but on the grounds of 
economic necessity. Those who are not any trouble to the education 
system because they have dropped out will be causing problems in 
some other part of the welfare state.

So, if everybody is in school because they need to be, but are not 
actually learning anything, it must be because the teachers are not 
getting their message across properly, must it not? We could put 
our effort into improving the way that the curriculum is delivered 
to the pupils. We could insist that teachers describe their tasks in 
terms that can be understood by a 5-year-old – they will have objec-
tives for each class and a precise plan for how each of them will be 
met. They will learn from the entertainment business and televi-
sion, and use varied techniques to make the lessons more engaging 
and more interesting. We will make sure that the experience is one 
of  edutainment – a cross between education and entertainment. We 
will ensure that there are incentives for study – rewards and certifi -
cates and affi rmation. And none of it will work, at least for a substan-
tial minority of students.

It is important to understand why this approach is ineffective. The 
problem is not that there has been a dumbing down or a dilution 
of what happened before. We used to speak of the ‘hidden curric-
ulum’, and in general the move towards explicit goals and learning 
outcomes has been positive in terms of making explicit exactly what 
is required. As more people who do not have a family experience of 
higher levels of education continue further into the system, making 
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the previously hidden assumptions explicit has been an important 
process in creating a more open education system. However, we need 
to understand what the new ‘hidden curriculum’ is.

The major message that has been put alongside the content of the 
curriculum is that learning should be easy and entertaining. If pupils 
and students are not learning, then it must be because the material 
has not been broken down adequately into its constituent elements, or 
it has not been properly packaged into the right media for instruction.

Neil Postman (1985) has examined this phenomenon in consider-
able depth in Amusing Ourselves to Death. People have become used to 
the idea that any information of importance can be passed on in 30 
seconds if the presentation is slick enough, as it is in television adverts. 
Television drama follows the same line, when each hour of viewing 
has to be self-contained, and does not presume any prior knowledge. 
‘Series’ are designed to present familiar characters, but it must not 
impair enjoyment if any previous episode has been missed.

This attitude to what it is to be informed has spread progressively 
from advertisements, to drama, to all kinds of instruction and learn-
ing. Literature is short stories. History is made up of one hour docu-
mentaries. Biology is an hour of watching entertaining animals, and 
so on.

Where there is some doubt that the attention of the audience may 
be wandering, extrinsic motivation will be added in, in the form of 
a phone-in competition or participative voting scheme. There is no 
suggestion that learning should be of interest for its own sake.

And while we have been concentrating on the ‘delivery’ of the cur-
riculum, we have done nothing to change its content, even though its 
content has been becoming progressively less relevant to the young 
people in formal education. Perhaps a few examples would make the 
distinction clearer.

Over the course of studying physics myself, and of training to be 
an engineer, I developed some quite clear opinions that were based 
upon what I had learned and the ways of thinking that I had adopted. 
For example, I had formed a quite clear opinion about which kind of 
nuclear power stations I felt comfortable to be near. I frequently went 
sailing at or near the Essex School Sailing Centre at Bradwell on the 
Blackwater. This necessarily meant spending some days in clear view 
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of the power station at Bradwell. Since this is an old magnox power 
station I never had any real reason for concern over the reliability of 
the power station, and I felt quite safe. In contrast with this, I would 
not have felt happy to be close to a pressurized water reactor, the 
kind that led to the unfortunate leakage of nuclear material at Three 
Mile Island.

The judgement is based upon the engineering properties of mate-
rials. Magnox power stations use gas to cool the nuclear core of the 
reactor, while pressurized water reactors use water, as the name 
implies. In normal working conditions, gas is not very dense, has 
fairly poor powers of conducting heat and is, as a result, a relatively 
poor coolant. In contrast with this, water is dense, conducts heat bet-
ter than a gas, and is a very good coolant, as its use as a coolant in the 
majority of motor car engines demonstrates. Add to this the fact that 
a gas-cooled power station has to be a sealed system, as car engines 
do not, and the clear choice for the coolant of a power station would 
appear to be water.

However, in assessing engineering systems, one has to take into 
account likely modes of failure, as well as normal working conditions. 
For a nuclear power station, an easily imaginable scenario of failure 
involves an unexpected rise in the temperature of the core of the 
reactor.

Gas may be a poor coolant, but as the temperature rises its prop-
erties as a coolant improve, since its ability to conduct heat depends 
on the movement of the gas molecules, and this is increased by the 
higher temperature. The most likely scenario for reactor failure, 
therefore, includes a self-correcting mechanism, in which the cool-
ant improves to meet the need. In contrast with this, water, when it 
gets hotter, even pressurized water, is in danger of boiling and turn-
ing into steam at higher temperatures, which would bring about a 
dramatic, not to say catastrophic, deterioration of its properties as a 
coolant. In such a case, the reactor would not merely be overheated, 
but the coolant would lose any capacity to reduce the temperature, 
and the scene would be set for a runaway failure in which increased 
temperature would lead to a vicious cycle, as it did at Chernobyl.

I therefore form the view that, in spite of the fact that water cooled 
reactors are cheaper to build and more effi cient to run than a gas 
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cooled reactor, because of the way they are likely to behave in an 
emergency, I am quite happy to live near a gas-cooled reactor but 
would be uncomfortable living close to a pressurized water reactor. 
This is not, of course, the view of the matter that is taken by politi-
cians and businessmen who are more concerned about the day-to-
day costs of running the plant.

Not that I spent any time at all when I taught physics for a living 
teaching anything that connected with such political decisions. That 
would be science that would relate to the life of students as citizens. 
The curriculum, having been designed for those who might become 
professional scientists, focused on the properties of materials, but 
never linked the information to everyday concerns. I never taught 
about greenhouse gases, global warming, solar energy or any of the 
other myriad topics that would have interested my pupils. I taught 
the physics curriculum, and expected my pupils to fi nd their own 
way of making it relevant, if they could.

However, a second example should also make clear that not all 
efforts to move the curriculum towards the everyday are success-
ful. Many years ago, as part of the programme of enriching pupils’ 
experience, I took a party of physics students to an open day at the 
University of Cambridge Faculty of Engineering. The pupils were 
introduced to the idea that reinforced concrete design could be of 
interest, by picking the example, from the multitude of possibilities, 
that they might be involved in designing the containment vessel for 
a nuclear reactor. Clearly, such three dimensional design would be 
complex, so the pupils were shown demonstrations on reinforced 
concrete beams, and invited to make the extension for themselves, 
by analogy, to the containment vessel.

The demonstrations involved testing reinforced concrete beams to 
destruction, where the concrete beams were all of the same size (and 
therefore contained the same amount of concrete), but where the 
amount of steel reinforcement was increased (and possibly, although 
I forget the exact details, pre-stressed). The tests showed that, up 
to the point of fi rst cracking of the beams, the more reinforcement 
there was in the beams, the stronger they were.

And that was that. The young people were left with the view that 
the more steel reinforcement was put in concrete, the stronger the 
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concrete was, and that the engineers knew exactly what they were 
doing when designing containment vessels.

I came away from those demonstrations deeply disturbed. It 
seemed to me that if the open day was designed to show the real life 
dilemmas that face engineers, and through them citizens, then an 
opportunity had been missed. As I indicated in my previous example, 
an engineer should consider at least two scenarios in designing a 
 structure – everyday use and failure. Since the demonstrations had 
only considered everyday use they were, at best, partial.

Reinforced concrete can fail in one of two ways; the steel can stretch 
and fail, or the concrete can be crushed in compression. For obvious 
reasons, the less reinforcement is in the concrete, the more likely 
the beam is to fail by the steel stretching, and for the eventual fail-
ure to be in the steel. Conversely, the more reinforcement is in the 
concrete, the more likely it is that the concrete will fail and the steel 
will remain intact. There would seem to be little difference, except 
that steel and concrete fail in very different ways. Steel fails relatively 
slowly in these circumstances, requiring progressively greater loads 
to produce further distortions. As a result, where the steel fails there 
are likely to be obvious cracks in the structure, and considerable 
warning of impending failure. Concrete, on the other hand, tends to 
fail suddenly; once part of the structure starts to crumble, increased 
load is placed on the remaining parts, which can then be subject to a 
runaway failure. Over the past decades a number of reinforced con-
crete structures have indeed collapsed extremely precipitately, with 
tragic results.

Overall, the pupils came away from the open day in engineer-
ing with the impression that reinforced concrete structures could 
be made stronger by the inclusion of more reinforcement. In fact, 
however, I would prefer to live near an under-reinforced contain-
ment vessel than an over-reinforced containment vessel, for exactly 
the same reason as I would prefer to live near a gas-cooled nuclear 
reactor than a water-cooled nuclear reactor. In both cases the former 
will be cheaper to build and run, but would give almost no warning 
of an impending failure. This is actually the decision that needs to 
be made, and it is a political and economic decision rather than an 
engineering decision.
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I am not normally very keen on the use of the word ‘authentic’ to 
describe educational settings, but I think that in this case it is the 
best word to describe the need. If the curriculum is to be changed in 
a way that addresses the need of the citizen to understand questions 
of the day, then it needs to be done in an authentic way. An inauthen-
tic presentation, which essentially removes the critical elements of 
the discussion, does more harm than good.

This has been a long diversion into the way in which the curriculum, 
in this case the science curriculum, could be made more relevant to 
the needs of the average citizen rather than the future specialist in 
science and engineering. The main purpose of that diversion has 
been to show how little has actually been done. If anything, teachers 
have been discouraged from introducing anything that might have 
overtones of political controversy.

A good example of this has been in sex education. When I was 
teaching in schools in the 1970s, science teachers were discouraged 
from teaching anything but the physical arrangements of sex. This 
knowledge was to be imparted in a ‘clinical’ way, in the absence of 
relationship education. By and large, this has now been recognized 
as a complete failure, and there is a move to teach sex education 
together with relationship education. However, there are still quite 
strong social and political pressures about what kind of relationship 
education can legitimately be included, and in any event, teachers 
are not always being given the support that is needed to develop 
approaches that they are comfortable with. The possible outcome, 
and I am by no means suggesting that it is the necessary outcome 
in all cases, is an inauthentic education, which cuts out any diffi -
cult dilemmas and critical examination. If we wish to give young 
 people an authentic introduction to relationship education, we can-
not presume that they will always come to the conclusions that we 
wish them to.

Teachers (and not only teachers) are rather prone to believe that 
process and outcome are inextricably linked, and that if we teach 
young people about the methods that we favour, the learners will 
come to the same conclusions as we wish them to. Rather similar 
results are produced when we try to impose democracy, on the 
assumption that those who have democracy imposed upon them will 
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come to the same conclusions as we would. We have all too many 
examples of the fact that this rarely works, and it does not work 
because it is an inauthentic approach. Young people in compulsory 
education deserve better.

This examination of the question of how the curriculum could 
be reformed has indicated, I hope, how little has been done to con-
vert the curriculum into a mass curriculum. Fundamentally, the 
curricula of different subjects are selected and evaluated in terms 
of the professional needs of specialist groups. If there is any doubt 
about that, it would quickly be dispelled by looking a the member-
ship of the panels that produced the subject benchmarks for univer-
sity degree subjects on behalf of the Quality Assurance Agency in 
Higher Education (QAA). The slow and halting curriculum reforms 
that have taken place have been introduced by those same special-
ists as a way to manage the image of their profession in the eyes of 
young people, and have not been an authentic attempt to address the 
critical dilemmas that face their profession. We have moved from a 
selective system of education to a mass system of education, but we 
have retained a selective curriculum, and not made very much effort 
to produce a mass curriculum.

This failure to reform the curriculum has been serious enough. 
It is easy enough to engage young people in the pressing issues of 
the day outside school; global warming, recycling, world poverty, 
war, disaster and famine all attract the attention of huge numbers 
of young people, who are generally agreed to be enthusiastic and 
idealistic when faced with the problems of the day. Yet in school, 
subjects which should inform discussion on these pressing questions 
are taught in a way that fails to engage more than a tiny minority of 
pupils and students. A few students will study a subject because they 
are literally inspired by it and wish to know more. A few more will tol-
erate it because they can see that it is the key to a future profession 
to which they aspire. A few more will study it because study is not 
entirely uncongenial, and in any case continuing to study is easier 
than facing the social stigma of dropping out. But the vast majority 
of learners will regard study as a tedious necessity that has little or 
nothing to do with their everyday lives, either now or in the future. 
And it is diffi cult to see that they are entirely wrong.



114 Using the Medical Model in Education

However, the failure to reform the content of the curriculum may 
not be the greatest shortcoming of the way pupils are taught in our 
schools and colleges at the moment. Far worse is the idea that the 
curriculum is fi ne, and young people would fi nd it interesting if it 
were only presented in a more dynamic and entertaining way. This 
is not an attitude that is restricted to education. Which of us has not 
heard a politician defending a dreadful policy with the words: ‘We 
have the right policy and the public will recognize that if we can only 
get our message across’. This idea that an unpalatable message can 
be made palatable by improving the media of communication is the 
ultimate step towards the inauthentic.

Again, let me stress, I am not opposed to educational technol-
ogy, or making lessons more interactive, or greater openness in the 
learning outcomes and the criteria that will be used to assess them. 
Nor am I opposed to the introduction of interactive whiteboards in 
schools, or the use of online resources and virtual learning environ-
ments. All of these seem to me to be valuable ways of enhancing the 
student experience. Their presence or absence, however, is not what 
is wrong with education. What is wrong with education is that we are 
teaching the wrong things. We are teaching young people for the 
future that we think that they will have, not for the present that they 
do have. And they rebel against it.

They rebel against it in increasing numbers. They do not wish to be 
in classrooms doing the things that we impose upon them. And when 
they will not sit still for that curriculum, we call them ‘hyperactive’, 
and we consider it appropriate to medicate them into submission.

This, of course, brings me back to my main theme, as to whether we 
should expect to be able to use drugs to improve the extent to which 
young people can absorb the current curriculum. We need to ask our-
selves whether absorption of the current curriculum, whatever that 
may happen to be at the time, is really the criterion of ‘smarter’ that 
we wish to employ. Those whose intellectual life we claim to admire, 
from Newton to Einstein via Faraday, from Shakespeare to Joyce via 
Austen, from da Vinci to Bacon via van Gogh, have always been those 
who have broken the mould, who have rebelled against what they 
saw before them. As George Bernard Shaw observed, ‘All progress 
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depends upon the unreasonable man’, and he should doubtless have 
added, ‘and woman’.

‘Smarter’, therefore, needs to be given more of a social context, 
and we need to recognize that an ability to succeed in our current 
curriculum may not be the most effective measure of performance. 
We have changed our society dramatically. We have pushed individ-
ual rights to the fore, and we have increased mechanisms for opening 
decisions of every kind for examination. We should hardly be sur-
prised that the authority of the teacher has diminished. Indeed, we 
should hardly be disappointed that the authority of the teacher has 
diminished. It may be a good thing that children, along with every-
body else in society, are less willing to take the authority of people 
on trust, simply because of the position that they occupy. We cannot 
expect that we can turn back that trend with increased punishment 
or with drugs. What we need to be thinking about is how to move 
forward. What would education look like if we were designing it from 
scratch today? Focusing on sub-issues, such as the chronic failure of 
a minority to adapt to what we provide, or the effectiveness of the 
presentation of archaic material, distracts us from that key question. 
Treating those who reject our education system as if they were mal-
functioning is part of the problem, not part of the solution.

We know that young people can be very idealistic, and show com-
mitment to issues ranging from climate change to animal protec-
tion. And we know that a person who has shown commitment, to 
anything at all from angling to zoology, will go to almost any lengths 
to satisfy their curiosity about the subject they are interested in. It 
is, or should be, a source of shame on the part of educationists that 
they cannot devise curricula in such a way as to take advantage of the 
natural idealism and inquisitiveness of young people. But part of the 
problem is that, so long as we think of education in material terms, 
and as a process of transmitting information from teacher to taught, 
we will always regard problems as being the result of faulty reception, 
and not as being rooted in the nature of what we are trying to sell.



Chapter 8

Two Different Approaches to Learning

This chapter will compare and contrast the two approaches to intel-
ligence and learning: the constructivist and the medical. It will iden-
tify major differences in ways of thinking about educational settings, 
but will also highlight differences in the action required in specifi c 
circumstances.

Carol Dweck (1999) presents two different approaches to the 
understanding of intelligence. She divides people into those that she 
describes as ‘entity theorists’ and ‘incremental theorists’. Entity theo-
rists believe that intelligence is something that a person is born with, 
and it does not change much through life. Intelligence is a ‘thing’ 
that people either have, or do not have. In contrast with this, incre-
mental theorists believe that intelligence is not something that one 
owns, but is a faculty that one exercises. Moreover, it develops with 
use, so that one may become more intelligent through hard work 
and concentrated effort. In this context, however, ‘theorist’ does not 
imply some abstract or isolated process conducted in the academy. 
Each of us has a theory about our own intelligence and how we learn, 
and it will affect the way that any learner approaches a topic.

Dweck argues that at any specifi c level of education – say pri-
mary or early secondary – there may not be any obvious difference 
between the performance of entity theorists and incremental theo-
rists. Both may be quite capable of learning and show competence 
in the areas of study where they are working. The difference only 
becomes apparent when the learners who hold these different views 
of their own processes move on to more diffi cult work. At that point, 
if the work becomes diffi cult, the entity theorist is likely to conclude 
that they are not smart enough for this more diffi cult work, that they 
have reached the limit of their potential, that they have developed as 
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far as they can, and that they should probably give up. Incremental 
theorists are likely to see this as an opportunity for growth, to rec-
ognize that the fact that it is getting diffi cult shows that they are 
learning something new, and redouble their efforts. Dweck’s book 
recounts many incidents of this division, some of which are really 
quite touching.

Of course, there is always the possibility that the entity theorist 
will fi nd the transition easy, and will carry on working alongside 
incremental theorists effectively, and there will be no real difference 
between the two, until the next step up in challenge takes place, at 
which more incremental theorists will put in an increased effort and 
more entity theorists will give up and drop out. Eventually, the entity 
theorist will reach a limit when they feel the effort that is needed is 
too much.

We can understand this quite easily in terms of Vygotsky’s notions 
of how we learn. We start with a higher mental activity, such as mem-
ory or focusing attention, and we have some skill in it, which we 
might regard as due to a natural capacity. We can then learn add-
itional techniques and tools which are driven by, or managed with, 
cultural signs and symbols that we learn from the culture that we 
are embedded in and from teachers, playmates and colleagues who 
surround us. Once we have learned these ‘artifi cial’ supplements to 
our natural abilities, we incorporate them into our everyday practice 
until they become practically indistinguishable from the ‘natural’ 
abilities that we started with. At which point we will be ready to start 
learning about the new techniques which build upon those we have 
already acquired. In this way the higher mental functions, although 
not the basic operation of the brain, can be extended with, Vygotsky 
believed, no necessary limit.

As will be noted, Vygotsky believed that one was born with some-
thing, some basic refl ex mechanism, but that that system could be 
developed and extended by the addition of culturally shaped tools, 
effectively increasing the intelligence of the individual and the 
group. In order to be an entity theorist, one has to believe that only 
the basic functions that one is born with are important, and that the 
addition of any new ability is peripheral, and does not have any fun-
damental effect on one’s intelligence.
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To put this another way, the entity theorist believes that the basic 
brain function is what is important in intelligence, while the incre-
mental theorist believes that what is important is what is added to the 
basic brain function through learning.

It should be very clear, even from this brief description, that 
Vygotsky was an incremental theorist, and was critical of those fellow 
scientists and contemporaries who were entity theorists. But it should 
also be clear that incremental theorists and entity theorists will dif-
fer greatly in their approach to brain science and what it can tell 
us that is relevant to the understanding of higher mental functions. 
Since entity theorists think that intelligence is something that we 
are born with and cannot do much about, they will think that intel-
ligence is a physical characteristic of the brain, and that brain scans 
are an opportunity to study that entity. They will think that brain 
scans that tell us that this or that part of the brain shows increased 
activity when the subject is thinking about mathematics, or history, 
or is visualizing a beautiful place, are telling us something important 
about the mental processes that are going on.

The incremental theorist, on the other hand, thinks that intelli-
gence can change over the period of one’s life, and thinks that cul-
tural tools that are acquired over time can help develop mental skills. 
But the proper place to look for cultural and social signs and symbols 
is a library, not a brain scan. That is to say, for the incremental theor-
ist, what is being thought, the content of thought, is more important 
than the mechanism of thought, and that will never show up in a 
brain scan, no matter how refi ned brain scans may become.

So, in a curious twist, the entity theorist, who believes that intel-
ligence is fi xed, and there is not much that we can do about it, is 
more likely than the incremental theorist to believe that a drug that 
operates on the physical performance of the brain will make him or 
her more intelligent, while the incremental theorist will think that 
a drug operates at a level which has hardly any bearing on intellect. 
The entity theorist will point to the effects of alcohol, tiredness and 
stress and argue that the physical underperformance leads to poor 
intellectual performance. The incremental theorist will indicate that 
that the effects of alcohol, tiredness and stress can be overcome by 
purely mental techniques, at least to some extent, or when it is not 
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possible to overcome the effects, it is at least possible to recognize 
the effects, and put off any important decisions until one is sober, 
well-rested and relaxed. The entity theorist, therefore, is more likely 
to believe in the effi cacy of a ‘smart drug’ which will improve his or 
her performance.

While Dweck’s description of entity theorists and incremental the-
orists is, superfi cially, even-handed, there can be little doubt that her 
intention is to persuade readers that the incremental theorists are 
right, and the entity theorists have not understood the nature of the 
activity that they are engaged in. The question remains, therefore, 
as to why it should be that the entity theory of intelligence is so dom-
inant. It is dominant in the sense that the majority of individuals 
appear to believe it. But it is also dominant in the sense that major 
intellectual and professional organizations seem to endorse it, at least 
implicitly. The idea that the physical results of brain science will pro-
vide profound insights into the functioning of the mind and hence 
have implications for the educational process is so commonplace as 
to be near universal. The review of smart drugs by the Academy of 
Medical Sciences (2008) came to a similar conclusion to the review of 
literature on brain science by the Teaching and Learning Research 
Programme (TLRP, 2007). In essence this conclusion was that brain 
science has, to date, provided very little of practical benefi t in the 
way of guidance for educational processes, but it is very likely to in 
the near future.

This faith that 200 years of the history of science is about to be 
reversed, and the hope that the precise location and physical nature 
of a thought is about to be revealed, appears to be absolutely resili-
ent in the face of repeated failure, and the rejection fi rst of phren-
ology, then of subsequent efforts to localize specifi c mental activities 
to particular parts of the brain. Not only do individuals continue to 
believe it, but the policy positions of professional bodies seem to be 
in accord with it, and apparently even the structure and organization 
of our education system depends on it.

The signal that tells an entity theorist that they are getting close 
to achieving their full potential is that thinking becomes more diffi -
cult. Therefore, for the entity theorist to succeed, the most import-
ant thing is that they should never face a condition that they think 



120 Using the Medical Model in Education

is diffi cult. Certainly they should never face failure, which is likely 
to damage their self-confi dence and prevent them from advancing. 
And so we structure our educational system to bolster the self-esteem 
of every individual. Self-esteem, self-confi dence and an unshakeable 
faith in one’s own capabilities are the most important characteristics 
that we can develop, because anything else spells doom and failure 
for the entity theorist.

The result is that we have a growing population who are increas-
ingly certain of their own competence in spite of clear evidence to 
the contrary. We see people who clearly have no understanding of the 
extent of their own talents, or lack of them, who put themselves for-
ward on the basis of their own self-perception. We see them in talent 
shows, on quiz shows, in karaoke bars. I am a competent member of a 
pub quiz team, a reasonable karaoke performer at a family party, can 
tell an amusing anecdote to friends, but would never imagine putting 
myself forward to appear on television displaying any of these talents. 
It just makes it inexplicable to me why there are so many people who 
do not have a realistic assessment of the fact that they are going to be 
eliminated from any competition at a very early stage.

One is reminded of Winston Churchill’s description of Clement 
Attlee, the Labour Prime Minister who succeeded him: ‘He is a mod-
est man: but then he has so much to be modest about’. When we are 
faced on all sides by so much to be modest about, it might be refresh-
ing if it were coupled on occasion with a measure of modesty. But 
our society, and our education system, is built upon the necessity of 
building up people’s self-esteem, of developing their self-confi dence. 
The idea that anything is worth working for has to a very great extent 
disappeared.

In that sense, the development of smart drugs is on much the same 
basis as the development of an appetite suppressant, of nicotine 
patches, of Viagra tablets and of dietary supplements. Anything that 
we wish to achieve should be achievable without effort, without exer-
cise, without will power and above all without waiting.

In contrast with this, the incremental theorist thinks that effort will 
improve performance, that learning something does not simply mean 
the acquisition of something new, but it means changing the person 
who learns. What the incremental theorist needs is not a boost to his 
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or her self-confi dence. They need clear, reasoned evaluations of how 
they match up against external criteria. In time, through watching 
how their peers and teachers assess their performances, they will learn 
how to apply those same criteria to themselves. They will internalize 
standards of judgement, and criteria for success, and in the process 
they will gain the tools for managing further self-improvement.

What should be clear is that people should all be incremental the-
orists, but that being an entity theorist offers a simple let-out, an 
excuse for not making any effort: ‘I am the way that I am, and there 
is nothing that I can do about it’. The extremes to which this view is 
taken can perhaps be seen in one of the areas described as suitable 
for the development of drug treatment, as described in the report 
of the Academy of Medical Sciences (2008). It may be possible to 
develop drugs to erase memory selectively, so that, for example, a 
memory of a serious trauma could be removed. The notion that we 
might become better people through our experiences, including our 
traumas, has obviously never occurred to many entity theorists.

Our society is increasingly structured for entity theorists who want 
achievement to be part of their natural entitlement, without actually 
having to work for it. Once upon a time we used to eat food. But now 
we eat fi bre and vitamins and fats (though only in the smallest pos-
sible quantities) and yoghurts to ease our digestion in the face of the 
fact that we have stopped eating food. Everything is supposed to have 
a quick fi x, and nothing is supposed to require any effort. And that 
includes our education system.

There are, of course, major exceptions to this trend, and the most 
obvious happens when people leave their workplace and embark 
upon a hobby. And then an extraordinary transformation takes 
place. A child who will not devote any effort at all to learning arith-
metic, will devote endless hours to learning about the history of his 
or her local football team or favourite pop group. A man who will 
expend the minimum of mental effort at work will gladly devote 
hours of time and study to the performance of racehorses, the tying 
of a trout fl y, or the detail of historical army uniforms. If you want to 
see people functioning in areas where they attach no importance to 
the expenditure of time, effort or money, then you need to see them 
when they are playing.
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This distinction between working and playing is so sharp in our 
culture that children recognize the difference at a very early age. 
The distinction is not about how diffi cult the thought processes are, 
or how colourful the educational apparatus is or how the furniture 
is arranged. The difference is about who decides what the activity is 
that is to be the focus of attention. If I decide, it is play. If you decide, 
it is work. Or possibly if you decide, and I agree voluntarily to your 
choice, we might play together. But if we decide to play together and 
I am not happy with your choice, believe me that it will not be long 
before I communicate what hard work it is playing this game.

This should put into perspective the idea that children learn best 
through play. Children learn best through play because all of us learn 
best through play. We are playing when we have chosen the activity 
ourselves, or have voluntarily bought into somebody else’s choice, 
and at that moment all considerations of saving effort or doing things 
in the easiest way are discarded. At that point self- improvement, not 
self-esteem, becomes the most important thing to us. We want to be 
better performers at tiddlywinks or rounders or bridge or whatever 
it is that we have decided to play at. A few of us are lucky enough to 
have jobs where we can get along by playing. The rest of us are gar-
deners who have to earn a living by delivering the mail, or anglers 
who have to sit in an offi ce all week to earn the right to play at the 
weekends.

Playing is what we do for its own sake, and we would do anyway, 
irrespective of incentives, pay, coercion or instruction. Playing is 
when we can really start to learn. We may acquire some information 
because we are obliged to do so, but we only really learn in play. That 
is not, of course, to say that playing requires no effort. Playing may 
well require more effort of all kinds than anything else that we do, 
as the examples above make clear. Nor is playing necessarily aimless 
or undirected. Play can be extremely purposeful. The main criterion 
for play is that I have chosen to do it myself.

It is perhaps worth noting that this is not a particularly novel per-
spective on education. In fact, it may even be the majority opinion 
among educationists. Montessori is today perhaps best remembered 
for introducing a relatively strict regime of activities for young 
children. It should, however, be remembered that her method of 
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 education did not start out that way. Montessori argued that it was 
possible to teach a child anything, so long as the teacher did not try 
to engage the child’s reason. To that end her goal was to design, on 
scientifi c principles, an environment in which the child could choose 
their own activities, and in the process the child would educate him-
self or herself. The success of this approach rested upon the ability to 
design apparatus in such a way that the child would play with it, and 
in play be obliged to learn, especially through the self-training of the 
senses. The most important element of Montessori’s scheme, how-
ever, was the removal of adults who could direct children as to how 
they should play. The educational principles should be embodied in 
the apparatus, not in any supplementary instructions.

Whether Montessori was right about not trying to engage the rea-
son of the young child or not, I am sure that this cannot be a principle 
for higher levels of education. In higher education particularly, what 
we are trying to develop is a critical self-awareness, an ability to man-
age one’s own memory and attention and apply reference criteria. 
And this may also be the case in secondary education. However, what 
is clear is that we should make every effort to ensure that the learner, 
of whatever age, disengages that part of their reason that counts the 
cost, in time or effort, of the activity in which they are engaged. And 
that is done by linking learning with play.

As I have noted elsewhere, we have moved away from a society where 
people of whatever age are prepared to take somebody else’s word 
for it, whatever ‘it’ may be. We question authority in all its forms. 
And this is seen to lead to a deterioration of discipline, in our schools 
and elsewhere in our society. But we need to be clear about what it is 
that has been lost. We have lost the sense that one person ought to 
be able to impose an activity on another. That is true in schools as it 
is in other institutions and outside. In schools, this makes life more 
diffi cult for teachers. It is no longer possible to give young people 
work in the expectation that they will do it for no other reason than 
that it has been given. And that sense of discipline is never likely to 
be regained. It should, however, be noted that what has been lost is 
not the part of school life that was devoted to learning. The opposite 
is true. What has been lost is the part of school life that is antagon-
istic to learning.
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What we now need to seek are new ways of organizing learning 
so that it is tolerable for both learners and teachers, and so that it is 
enjoyable and fruitful for those who wish to play. Over the past 50 
years, while most of society has been changing in a direction that 
undermines imposed, external discipline, successive governments 
have been making concerted efforts to reinforce discipline and con-
trol in educational institutions. From imposed external criteria to 
specifi cation of curriculum content, from preferred methods for 
teaching reading, writing and arithmetic to published measures of 
success, governments have been making every effort to ensure that 
schools are places of work, not places of play.

Talking about ‘time on task’ or ‘effi ciency’ is a discourse about 
work. As soon as one accepts such language as appropriate to the 
school, then one has stopped talking about school as an educational 
institution and started talking about it as an instrument of something 
else, quite possibly coercion and social control, but defi nitely not edu-
cation. What we need is much less effi ciency and more time ‘wasted’. 
The likelihood is that more learning would take place in such an 
atmosphere.

Education is being driven in the wrong direction. Traditional mod-
els of managing people are ceasing to work, and for reasons that 
most of us would approve. People are more aware of their rights, 
more willing to stand up for themselves, less willing to take things 
on trust, and so on. Schools are being asked, not only to move in 
the opposite direction, but to move so far in the opposite direction 
that they can compensate for all the changes that have happened in 
society outside schools. This cannot be done. Schools need to fi nd a 
new direction.

I am not exactly sure what such a direction would be like. But what 
is clear is that everybody needs to become an incremental theor-
ist. Everybody needs to understand that they can develop and grow 
throughout life, through the much vaunted lifelong learning pro-
cess, and in doing so each person can create the major work of their 
life – him- or herself. And then each person should be encouraged 
to play at that project.

There is nothing quite so corrosive to that idea as the notion that a 
smart drug might produce some valuable effects. What is important 
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in higher mental functions is that which is furthest from the purely 
physical connections of neurons. If smart drugs can have an effect, 
they can only affect the least important aspects of our thought. To 
believe otherwise is to undermine the notion that people can improve 
themselves through effort and through adopting mental frameworks 
and schema that change the way they see the world and themselves.

The problem that we face is that smart drugs may have a huge 
effect on education, not by any physical effect that they may have on 
people who take them. The real problem with smart drugs is that the 
idea of them may shape the way that we think about what education 
is. Smart drugs alone cannot have this effect. But the fact that we 
think it likely that smart drugs might work underlines the fact that 
we are thinking about education in a completely unhelpful way.



Chapter 9

Discipline and Respect

We have heard a lot about the ‘respect agenda’ and when problems 
with young people are discussed, especially in the popular media, 
the solution is often linked with a lack of discipline, or a need to 
reintroduce a notion of discipline. It therefore seems appropriate to 
examine the words ‘respect’ and ‘discipline’ in some detail.

One of the most obvious problems with the two words is that they 
come in at least two major forms – directed towards oneself and 
directed towards others. For example, respect can mean either self-
respect or, more commonly in the context of the ‘respect agenda’, 
be linked to a call for increasing the respect that young people show 
to others, and most particularly to a return to a traditional value of 
respect for one’s elders. The fact that the word has those two mean-
ings often, also, leads to an elision whereby it is supposed that if only 
we could impose a regime where children were forced to show respect 
for their elders or for those in authority, then they would, in some 
miraculous way, learn self-respect, or conversely, if we could in some 
way boost their self-respect, they would learn respect for others.

In a similar way, ‘discipline’ covers both self-discipline and an exter-
nally imposed regime of punishments and rewards, and apart from 
the fact that the same word covers both, there is very little to connect 
the two concepts. The idea that military discipline, either in the form 
of national service or a boot camp, might in some way develop self-
discipline in those who have never known it before, seems to be the 
result of this cruel pun.

In addition, ‘discipline’ describes a structure of knowledge divided 
into strands that suit the professional academic very well, but which 
are of limited relevance to those of us who have to use knowledge 
however we can to solve everyday problems. In the latter case, whether 
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a specifi c piece of knowledge is history, geography or mathematics 
is of less importance to us than whether it can be used to produce a 
desirable result. But the idea that knowledge comes naturally formed 
into disciplines is extremely deep-rooted, and leads to a subsidiary 
pun which cuts short much of our discussions of curriculum reform; 
what young people need is discipline, or an introduction to the dis-
ciplines, and therefore they need to be introduced to the core sub-
jects, or disciplines, in schools. Again, by a process of elision, it is 
relatively easy to assume that children need certain basic disciplines, 
such as literacy and numeracy, without actually thinking about why 
they need either. The idea of a discipline also puts the content of a 
subject area out of dispute, and wraps it up in a bundle, decided by 
experts, which is very diffi cult to reconsider. ‘Numeracy’ becomes 
one of those motherhood and apple pie concepts, which it is very dif-
fi cult to argue against. Obviously, children need to be numerate, but 
it is not at all clear that they need to know the proof of Pythagoras’ 
Theorem or be able to solve simultaneous equations. Or, at least, it is 
not at all obvious that all children need to know these things. But the 
idea of a discipline in this sense allows us to wrap up all mathematics 
in one package, and assume that everybody needs it all.

On the other hand, it would be foolish to suggest that there is no 
connection between respect which we show to others and the self-
respect which we develop in the process of education. But there is not 
an automatic or necessary connection, and the relationship needs to 
be teased out in more detail. In particular, what is needed to link the 
two is a theory of learning. Vygotsky has offered such a theory.

Vygotsky argued that from our earliest experience we discover 
that other people try to manage our behaviour using language. The 
word, ‘No’ is one of the fi rst expressions that we may hear, and it is a 
clear indication that others expect to be able to intervene in the gap 
between our desires and our actions by using language. Similarly, 
we learn at a very early age that we can have an effect on the behav-
iour of others through the use of language, or perhaps even before 
language through screams and/or smiles. Screaming gets us fed, or 
picked up, or changed, depending upon the circumstances.

However, the greatest discovery that we make is that we can come 
to control our own behaviour through the use of language. We were 
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born with certain refl exes, such as the response to turn towards a 
loud noise. With time we come to replace a loud noise with paying 
attention to a particular person’s voice, and then to the sound of our 
own name. The external stimulus which attracts our attention can 
be made subtler and subtler, and eventually we can use the thought 
of our own name as a way of managing our attention. Thus, what 
started out as an external process, where my mother showed me how 
she could control what I did, came to be an internal mechanism by 
which I could self-manage.

Vygotsky argued that this process is typical of learning. Our higher 
mental functions, by which Vygotsky means those which make us spe-
cifi cally human as opposed to animal, and which include focusing 
attention, managing memory, planning and critical evaluation, start 
out as relationships between people. However, learning involves two 
cycles, an interpersonal cycle, in which we come to understand about 
the possibility of some new learning in a social setting, and an intra-
personal cycle in which that new possibility is internalized.

When I was a child we used to solve crossword puzzles as a family. 
My father would read out clues from the newspaper, and my mother, 
and I suppose initially only my mother, used to offer suggestions as to 
possible answers. Eventually, by listening to this conversation over a 
very long period of time, one came to understand how a cryptic clue 
was constructed, and why the answers that my parents thought were 
correct were correct. Those standards, which started out as observa-
tions about a public conversation, came to be internalized, so that I 
would know whether an answer that was suggested was correct or not. 
Eventually, I would have suggestions of my own, and I would be able 
to evaluate whether those suggestions were good suggestions or wild 
guesses, because I had internalized the standards of judgement. But 
I also knew, as the youngest person involved in the exercise, that I was 
unlikely to be the fastest person producing a response to any clue. So 
what started as a social exercise, quite explicitly worked through in 
public, where somebody who suggested an answer was expected to be 
able to justify it in a rational way, came to be internalized as a way of 
thinking about and playing with words. And from time to time I still 
solve crosswords on my own.

But, perhaps more importantly, among those values that were 
put on public offer in that family setting, I did not choose only to 
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internalize a tendency to solve crosswords. There were other values 
which I chose to internalize along with that. A love of words was one, 
and a playfulness over how words were constructed, together with a 
close attention to the meaning of strange words and a concern over 
accuracy in spelling would have been those that were most closely 
associated with the process of solving crosswords.

But there were other, still more general, or transferable, skills or 
values which went along with the strictly verbal skills. As the youngest 
member of the family I learned that I could not compete, or was not 
competing, on a level playing fi eld. If I was the fi rst to solve one clue 
in a whole crossword, then I was doing very well. My father would 
solve 70 per cent of the clues, my mother another 20 per cent, my 
brothers a small and growing number of clues, and not much was left 
for me. And with time, I came to understand that my father was not 
simply better at crosswords than the rest of us, but that it gave him a 
distinct advantage that he was reading out the clues for the rest of us. 
In the fi rst place, he had ‘advanced notice’ of the clue, and therefore 
more time to solve it, since he read it before we heard it. In addition, 
he could see the frame where the words had to fi t, and being able 
to visualize the words also helps. But in addition, I was solving cross-
words with people who were older and more knowledgeable than I 
was. So I learned to develop my own standards – if my brother solved 
fi ve clues, that was good for him, but if I solved only one, that was 
good for me. I do not know whether that was a good thing or a bad 
thing, but it lives with me still in a reduced urge to be directly com-
petitive, or at least competitive for the sake of being competitive.

I have chosen to review this example at some length because it 
seems to me to illustrate some of the features of Vygotsky’s theory 
that are crucial to understanding how we learn. This learning was 
not a process of developing habits. Only on very rare occasions would 
one meet the same clue twice, in which case memory would serve to 
produce a solution. What one was learning were the rules for solv-
ing crosswords, how the clue has to relate to the solution, giving, in 
part, a clue to the meaning of the whole word, and in other parts 
perhaps enable the solver to construct the word from parts. In the 
end, there had to be a solution that was publicly explicable and intel-
ligible. Those public standards were eventually internalized by each 
of us, so that we knew when we were on the right track.
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But this also relates to the issues of discipline and respect, and 
the connections between the social and personal meanings of those 
words. There is a discipline in solving crossword puzzles – one can-
not simply dream up solutions that fi t in the crossword grid. But that 
discipline was and is an integral part of the activity. If you do not like 
the rules, you do not solve crossword puzzles, and no moral value 
attaches to those who choose to waste their time on crossword puz-
zles and those who choose to waste their time in other ways. But once 
a person has chosen the activity, certain disciplines follow as part of 
that process. My parents did not set out to impose discipline upon us. 
I suppose that they might have told us to go and play elsewhere if we 
were too noisy and were distracting them from concentrating on the 
puzzle, but I do not remember that. The discipline and the concen-
tration arose directly from the activity.

I suppose that my father did enforce the discipline of the crossword 
in one sense. He had to write the solutions in the grid, and therefore 
it was he who had to be convinced that an answer was correct. If he 
was so convinced, he accepted the solution and wrote it down. If he 
was not so convinced, he suspended judgement (normally until we 
had some more letters in the grid) and did not write it down. But in a 
sense that was not arbitrary; it was discipline within the structure of 
a crossword. It was a discipline that was integral to the achievement 
of the chosen goals which we all understood. We also understood 
that in the case of disputes, there would be an unambiguous way 
of resolving those disputes when the following day the newspaper 
published the completed crossword. And then we could enter into 
yet another round of discussion, about which clues were good, and 
which were poor.

Similarly, respect was signalled socially in the fi rst instance. 
Anybody could make a suggestion as to what the solution to a clue 
was. If the connection between the clue and the proposed solution 
was not immediately obvious to everybody present, it was legitimate 
to ask for an explanation. Anybody could ask for an explanation, and 
anybody could be asked to give an explanation. No solution was ever 
accepted or rejected simply on the grounds of who had suggested it. 
There was an exception to this, when my father solved a clue before 
he had a chance to read it out, in which case he might simply write it 



 Discipline and Respect 131

down without making it available for public scrutiny. But there were 
enough occasions where subsequent answers created diffi culties in 
the grid and such a solution had to be reconsidered to make it clear 
that no solution was beyond questioning. I will not say that happened 
often, but it happened enough to make the principle clear.

Thus respect was shown socially by making it clear that everybody’s 
contributions were valued and carefully considered. And this in turn 
led us to develop our own take on self-respect. I have no idea what 
the other people present did with the notion of self-respect, but I 
came to develop a pride in my own thought processes, to give myself 
credit when I solved a clue but was not quick enough to be the fi rst to 
suggest the solution, and to be a severe critic of my own suggestions 
before I put them forward publicly. These values became part of the 
way that I think about myself, part of the person that I became.

The central point here is that discipline and respect, as they occur 
within Vygotsky’s theory, are related to the exercise of judgement in 
relation to standards. Those standards start out as public schema, 
which is how they relate to external discipline and respect. However, 
each of us who experiences them in a social setting has an opportun-
ity to internalize them and make them part of our own reasoning, 
which is how they relate to self-respect and self-discipline.

An important contrast needs to be drawn here with the notion of 
self-esteem, as it is widely used in education. Self-esteem is used to 
describe that sense of self-value which arises from affi rmation. It is 
unconditional, in the sense that it is not supposed to be related to 
specifi c standards, but is supposed to arise from the fact that we are 
praised, or encouraged, or valued, whatever we do. It leads to the 
idea that teachers should fi rst and foremost praise any work which is 
presented to them, and only then suggest one or two possibilities for 
improvement. And the balance should be very defi nitely in favour of 
the praise; I have heard the suggestion that a teacher’s marking should 
consist of ‘three stars and a wish’ – three points that are picked out 
for praise and one point where improvement might be sought. This 
seems to me to be a highly problematic approach to teaching.

Some years ago I was working on a programme where students 
were invited to assess their own performance. They were develop-
ing skills as entrepreneurs, and therefore were also developing skills 
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which normally fall within the remit of other disciplinary areas, such 
as marketing, web design or consultancy skills. However, they made 
that self-assessment without being exposed to the standards that 
other professionals might have exercised, for example in marketing 
or web design. The result was that their evaluations were generally 
positive, even when their work fell well below the standard of work 
that was routinely done by fi rst year undergraduate students who spe-
cialized in those areas.

The problem with self-esteem is that it may not be based on any 
solid foundations. It is better for a person to have an accurate judge-
ment of how they perform than to be confi dent that their perform-
ance is excellent. We see plenty of examples of people who have very 
high self-esteem, but who are frankly incompetent. And not all of 
them are politicians.

This led me on to wonder what is involved in applying standards 
to the evaluation of students’ work. And I found the answer in 
Vygotsky; when I mark work, what I am doing is making my stand-
ards of judgement publicly available to my students. Obviously, I 
make those standards more accessible if I do not simply put a mark 
on the bottom of their piece of paper, but also provide an explan-
ation of why that mark is appropriate and how their work measures 
up to those standards.

It is my hope that the students concerned will internalize those 
standards, and apply them to their subsequent work, so that they 
can improve and achieve better marks in the future. It is commonly 
lamented that students will only complete work for which there is a 
mark, and that all that concerns them is the mark. But this should 
not be viewed, as it commonly is, that students have turned off onto 
some wrong path. It is evidence that they have gone half way along 
the path that we wished them to follow. They have come to the point 
where they recognize the socially determined nature of the stand-
ards that have been applied. However, we need to keep in mind the 
fact that the true purpose of education is the personal internaliza-
tion of those standards, so that everybody who works in a fi eld has 
become self-regulating, and knows when they are doing a good job.

Students, and everybody else, deserve the respect which is shown 
in an honest and principled evaluation of their work. Nobody can 
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develop an understanding of those standards if they know that any 
response is going to be made up of three stars and a wish, whatever 
the quality of the work they produce. The inevitable outcome of such 
an approach is that they will dismiss the standards as pointless, or 
will adopt standards that are low and of little value.

In terms of this framework of what marking is for and how stand-
ards fi t into the process of learning, it is important to recognize 
how far the commonsense interpretation of values has strayed from 
a truly educational approach. In public debate, all the emphasis is 
placed on the standards applied by external assessors – whether that 
is on SAT scores for schools, GCSE and A-level results, or fi nal degree 
classifi cations, as though they represented in some way the fi nal out-
come and purpose of education. In fact, they represent only the end 
of the fi rst, interpersonal cycle of education, whereas the ultimate 
goal and purpose of education is the internalization of those val-
ues which help people become self-managing, self-improving and 
refl ective professionals.

Of course, there may be reasons other than educational reasons for 
making sure that we accentuate the positive when giving feedback. 
Some people may be fragile, and if the fi rst sentence of feedback is 
negative, they may not be able to get past that to hear anything else. 
Some people may need reassurance that they are likely to succeed in 
the end, or they may not consider the effort worthwhile. And we may 
not wish to cause gratuitous offence in the way that we present feed-
back on performance. But it should be borne in mind that any such 
considerations are not educational, though they may be good social 
or therapeutic reasons for tempering the way in which we express 
ourselves. ‘Three stars and a wish’ may be a good rule of thumb for 
making feedback palatable, but it should never be allowed to domin-
ate the more important, educational purpose of making standards 
clear. By and large, people fi nd it easier to perform well when they 
know what the criteria for good performance are, and we will not 
communicate those criteria effectively if we are too concerned to 
sugar coat any evaluation.

It is worth, at this point, revisiting the question of discipline and 
respect as normally described. In a widely held view of the issues 
involved, young people need to learn that actions have consequences, 
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and to this end we need to impose discipline and clear penalties 
for breaking the rules. To take an example that is current, young 
people need to understand that carrying a knife can have serious 
consequences and that, therefore, all cases of knife carrying should 
be punished by a term in jail. The fact of the matter is that arming 
oneself with a knife has serious consequences, not the least of which 
is that the person carrying the knife is more likely to be injured or to 
injure somebody else, with severe repercussions for all involved.

If we add to that the idea that knife carrying must be punished 
by jail, we weaken, rather than strengthen, our argument. We add a 
further, extrinsic consequence of the action, namely jail, a clear indi-
cation that we do not think that the intrinsic consequence, of phys-
ical harm, is suffi cient disincentive. People should not carry knives 
because knives are dangerous. People should not steal because theft 
leads to a breakdown of moral values which support society. People 
should not copy in exams because this removes the effectiveness of 
the process, which is to help those who are being examined to form a 
view of their own competence. When we add additional penalties, all 
we are doing is acknowledging that the consequences are not as dire 
as we would wish people to believe. We are helping to promote the 
view that the only crime worth worrying about is being caught.

Of course, we do need to have penalties for breaches of the rules 
where people are prepared to transgress for personal benefi t in spite 
of the damage this does to other people. However, we should not 
confuse this with the need, in general and for the broad mass of 
people, to explain that actions have intrinsic consequences which 
make them desirable or undesirable. When we hear claims that what 
young people need is more imposed discipline so that they can learn 
that their actions have consequences, we need to think very carefully 
about what the purpose of our actions is.

Discipline which is imposed can only achieve the fi rst part of the 
learning process; it can make standards available that the learner 
can, subsequently, if he or she chooses, internalize to regulate their 
own behaviour. However, if this is done in such a way, and with such 
emotional overtones, as to make it unlikely that they will choose 
to internalize those values, this defeats the whole purpose of the 
process.
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To summarize, Vygotsky has argued that we learn through a pro-
cess which is fi rst social and interpersonal, and secondly internal and 
intrapersonal. The fi rst can be controlled and managed by peers and 
teachers, but the latter is entirely within the control of the learner. 
We can structure a team-building event, provide frameworks for 
thinking about teamwork, manage experiences, measure outcomes, 
but the only people who can decide whether or not they should adopt 
those values for themselves are the people involved, each one for 
him- or herself.

People are quite extraordinary in being subject at all times to proc-
esses of continual feedback. I am not absolutely sure what I will say 
before I say it, but as I say it I am refl ecting on my own reaction to 
what I have said (How did that sound? Have I overstated my case? 
Have I made my point forcefully enough?) at the same time as I am 
getting feedback from other people (Have I lost their attention? Did 
I notice a slight nod at that point?). And those feedback loops are fi l-
tered through a variety of perceptions and remembered experiences, 
internalized values and ideas of others (What would my teacher have 
said about this performance? Was that an ethical thing to say?).

Since Vygotsky died, scientists have made huge advances in under-
standing systems that are non-linear and have multiple feedback 
loops. They have developed chaos theory, sometimes called complex-
ity theory, to describe the behaviour of such systems. The develop-
ment of chaos theory arose from the observation, in various spheres 
of scientifi c understanding, that some systems did not behave in the 
way described by Newton; not all systems are as regular as clockwork, 
nor do they follow a simple path from their starting position. Chaotic 
systems, such as weather systems, may be dramatically disturbed by 
slight shifts in their initial conditions. Ironically, it came to be under-
stood that those systems that Newton was supremely successful in 
describing, planetary systems, may also be chaotic.

Because the development of chaos theory is relatively recent, there 
is no way of knowing how Vygotsky would have reacted to it. I like to 
think, however, that he was struggling towards an understanding of 
people as chaotic systems, and that he would have embraced chaos 
theory had it been available to him. Chaos theory describes the 
behaviour of systems that are self-regulating, and use multiple and 
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complex patterns of feedback in that process of self-regulation. This 
gives rise to patterns of behaviour that follow quasi-regular cycles, 
or patterns, but which never precisely repeat, and where very small 
inputs can produce dramatic changes in outcomes. That seems to 
me to be not a bad account of people, especially people as Vygotsky 
described them, who make conscious efforts to self-manage by 
using language and other external cultural symbols to modify their 
responses to external events. Although, as Vygotsky emphasized, 
higher mental functions start out as relationships between people, 
when we internalize them they become our own, and we modify and 
develop them in unpredictable and unique ways. That which makes 
us most human is the intentional process of self-management.

I have no idea whether or not we are born with a desire to make 
sense out of things. What is clear is that making sense of ourselves 
and our environments very soon becomes a major driving force in 
everything that we do. And making sense out of things is not at all 
the same as seeking a causal chain of events. There is no causal chain 
of events that will make it possible to calculate what I will be doing 
next Thursday week from where I am today, or my present mood, or 
my physical condition. It is not possible to work from my attitudes 
and dispositions today, to work out what my attitudes and disposi-
tions will be tomorrow, and so on through the days until we arrive 
at next Thursday week. What I will do then will be made sense of, 
not causally, but in the light of commitments and agreements that I 
have made, and which, apart from the peculiar circumstance that I 
have remembered them in order to write about them now, are for the 
most part put on one side and forgotten.

That process of making sense plays a crucial part in deciding what 
we will do. It governs our behaviour as human beings.

There are many ways of failing to show respect for other human 
beings, but one of the most egregious is to ignore the fact that their 
sense-making is an important part of their motivation and their 
activity. We show a lack of respect for people when we try to under-
stand them as pieces of machinery, or as animals. When we think 
that their performance can be effectively managed by giving them 
incentives, but without giving the credit for reasoning, we show a 
basic lack of respect. When we act as though people were driven 
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by basic instincts, such as hunger or sex, we treat them as no better 
than rats. And if we structure our society, our marketing, or modes 
of exchange and our assumptions on the basis that hunger and sex 
are the most important things in life, we treat ourselves with a com-
plete lack of respect.

Respect and discipline are important in all aspects of learning. But 
in a curious Orwellian turn of phrase, respect and discipline come to 
be counter-educational in many ways. What we often mean by respect 
and discipline is an unthinking deference to arbitrary authority. We 
dislike and reject arbitrary authority in many areas of our lives. We do 
not expect to accept the ruling of a petty bureaucrat or a hereditary 
ruler. We do not expect to sit still and be lectured by our politicians 
or our priests. And yet those freedoms which we happily embrace for 
ourselves we would deny to young people in education. And we are 
surprised when they will not sit still for the lectures either.

There is a major opportunity here for education to recast itself in 
a new mould for present-day society. We could recast an education 
which started from the intrinsic values and benefi ts of learning, and 
not from externally imposed notions of discipline and respect. I am 
not sure exactly what that would look like, but there are some indica-
tions in what we have seen so far, and I shall develop them more fully 
in the next chapter. What is certain is that attempts to impose either 
respect or discipline externally on young people, without modelling 
respect and discipline in our own approach to them, is likely to be 
counter-productive.

There is a connection here between the insistence upon order, and 
the tendency to think of education in terms of medical models. Medical 
models imply a range of mental tools that presuppose causation, 
that test for causation through a series of double-blind experimen-
tal methods, and similar ‘scientifi c’ approaches, and these in turn 
are applied to testing the effectiveness of the curriculum. Perhaps 
we should even stop thinking about curriculum measures, and talk 
instead of ‘educational treatments’. That is to say that medical models 
are a shorthand for a specifi c type of supposedly scientifi c approach 
which is very diffi cult to combine with a need to recognize the indi-
viduality of learners. I have written elsewhere about the limits of edu-
cational theory, and the fact that the models that we choose should 



138 Using the Medical Model in Education

leave space for individual difference and free will (Turner, 2004). It 
should be clear that medical models do not match up to such stand-
ards. And it may be worth noting in this context that Vygotsky spoke 
of the history of the development of higher mental functions and not 
the science of that development (Rieber, 1997). We each have unique 
personal histories, and education should be designed to help that 
individuality fl ourish, not constrain it into a scientifi c mould.



Chapter 10

Whither Education?

Now if we come to look at how education should be shaped, there 
are a number of messages that need to be taken away. In the fi rst 
place, we need to note that social and labour market changes have 
occurred, so that education is seen as important for people who 
would, in the past, have been excluded from education, or would 
have excluded themselves.

Economists speak of an S-curve to describe the take-up of innova-
tions; there is a slow take up in the early stages as the more adventurous 
take it up, followed by a rapid take-up in the middle phase when the 
innovation has become mainstream, ending in a slow creep towards 
universality as those least convinced of the benefi ts of the innovation 
come on board. This has certainly been the case in education, at least 
as far as the fi rst two stages of the process were concerned.

Up until the 1950s, the expansion of higher education had been 
slow, with only a minority of the population being engaged. In the 
middle of the nineteenth century only lawyers, doctors and priests 
had needed university education. But in a process that began in the 
mid to late nineteenth century, and continues today, successive pro-
fessions and para-professions have placed increasing demands on new 
entrants to have post-compulsory education as part of their essen-
tial preparation. In the USA fi rst and then later in Europe, account-
ants, engineers, nurses, teachers, psychologists and many associated 
professions took their place as professions with corresponding pro-
grammes of preparation in universities. Even so, the growth in the 
number of occupations that needed university education was modest 
compared with the late twentieth century, when a growing propor-
tion of jobs required education at an advanced level, especially with 
the establishment of the welfare state after 1945.



140 Using the Medical Model in Education

The result was that in the 1950s the vast majority of those in higher 
education came from families where at least one parent had experi-
ence of higher education, and a commitment to education for social 
advancement was part of the family tradition.

In contrast with this, by the end of the twentieth century, growing 
numbers of students in higher education came from families where 
nobody had previously progressed beyond secondary education. 
Indeed, this became something of a political slogan. At the same 
time, primary and secondary education became near universal.

The consequences of this change are clear. In the 1950s through 
the 1970s, most of those who were in higher education understood 
what the process was about. They had resources that they had drawn 
from their families, in terms of attitudes to study and background 
knowledge. Although nobody had necessarily gone out of their way 
to teach students how to manage their concentration, how to read 
critically, or how to structure an argument, those skills had been 
picked up along the way, almost unconsciously, possibly while solving 
crossword puzzles on family holidays.

As teachers, therefore, we need to be thinking about how to make 
explicit those elements that were previously implicit. We need to be 
teaching how to read critically, and how to structure arguments, but 
perhaps most importantly, we need to be teaching what education is 
about altogether. Above all, the purpose of education is to change 
the person who undertakes it. The conception of education as some-
thing that a person receives, or collects, without being substantially 
changed, is widespread and more or less has the currency of com-
monsense. However, it is also probably the biggest obstacle to achiev-
ing the goals of education, as it minimizes what a person thinks that 
they have to do to be successful in education.

We have gone some way towards recognizing this change in edu-
cation, and to make explicit the demands and expectations that a 
successful education implies. We can see this in attempts to make 
learning outcomes explicit. For example, in higher education in the 
UK, under pressure from the QAA, all courses now have explicit 
learning outcomes. This was a quite deliberate attempt to make infor-
mation about programmes available for those who do not have an 
intimate understanding of higher education. There is a limit to how 
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effective this can be in practice. The QAA started from the expressed 
intention of producing module and programme descriptors that 
would make that information accessible to students, parents and 
employers in simple terms, so that a full understanding of what was 
involved in any specifi c programme could be grasped. In practice, 
this has never really worked, because what information people need, 
and indeed what specifi c information means to them, depends very 
much on their prior experience and interests. Consequently, a single 
document that provides satisfactorily for the information needs of 
prospective students, parents and employers has proved elusive.

That project of designing a source of information that would make 
the purpose of education perfectly transparent to ‘outsiders’ was not 
a complete success, and the QAA has had to backtrack on it some-
what. However, in principle, the idea that success in higher educa-
tion should not be based on hidden criteria and on preparation that 
was more readily available to the middle classes was an extremely 
positive move.

What has been rather stranger has been the very negative response 
that this move has had from professional educators and teachers. In 
general terms, the move to democratize education, to make access 
more widely distributed, has been depicted in very negative terms 
by educationists. It has been argued that the efforts to make out-
comes explicit have been a two pronged attack to deskill professional 
 teachers and dumb down academic standards.

The negative underpinnings can perhaps be understood in terms 
of a parallel with Foucault’s vision of control in modern society, and 
his study of prisons. The argument goes that early or medieval soci-
eties were maintained by coercion, which at base, or when all else 
failed, would rely on physical violence, in the form of an armed police 
or army, to maintain the interests of those who governed.

In contrast with this, in a modern society people are persuaded to 
self-police, to internalize the values of those they think are watching 
them, so that explicit violence is unnecessary. Coercion by force is 
replaced by internalized coercion, which, of course, from the point 
of view of those who govern society is cheaper and more effective.

And here we come to the irony of the modern, or perhaps post-
modern, interpretation of social control; self-management is given 
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a negative meaning. Self-control is part of the hegemonic pro-
cess whereby the oppression of the working classes is maintained. 
And within that framework self-regulation, self-restraint and self-
 management are all negatively construed. Something of the tone of 
this argument, as it relates to education, can be seen in the work of 
Baker and Brown (2007). Those authors cite Rose (1999: 149):

Contemporary individuals are incited to live as if making a pro-
ject of themselves: they are to work on their emotional world, their 
domestic and conjugal arrangements, their relations with employ-
ment and their techniques of sexual pleasure, to develop a ‘style’ 
of living that will maximise the worth of their existence to them-
selves. (Stress in the original)

One can gather, from the contemptuous tone, as much as from the 
words themselves, that Rose regards any sense of self-management as 
an intrusion into the personal realm by external infl uences, particu-
larly commercial interests. Separated from that imputation of com-
mercialism, I would say that it was highly commendable that young 
people in education were encouraged to work on their emotional 
world, and to think of themselves as their own creation, that they 
could make themselves into the person that they wish to be. The 
idea that we do not need to work at our domestic and employment 
relations, and that whatever is important in life should be instantly 
available, seems to me to be one of the main shortcomings of mod-
ern society and the commercialism that Rose highlights.

Baker and Brown (2007: 146) follow this quote by emphasizing 
how strong is the link between commercialism and free choice: ‘The 
notion of the self as a free autonomous chooser is closely allied to 
the sense that post-compulsory education’s students are “customers”. 
This has, as we have seen, been embedded in scholarship and policy 
on the issue.’ While there may be a contingent link between some 
aspects of these two ideas, it seems very far from clear that there is a 
necessary link, or that any suggestion that students need to exercise 
choices is a call for rampant commercialism.

However, the fact that self-management and shallow commercial-
ism have been so strongly linked in much of the mainstream literature 
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on education makes it diffi cult to describe education in Vygotsky’s 
terms, where self-control and self-management are the highest goals 
to be achieved.

In looking, therefore, for the way forward in education, the fi rst 
step is to reclaim the idea that the point and purpose of education 
is to change the self through the addition of mechanisms which 
increase one’s ability to control and manage oneself, and increasing 
amounts of information and knowledge.

We should perhaps consider two contrasting approaches to educa-
tion, one in which self-control is seen as the highest aim and end of 
education, and one in which self-control is considered to be nega-
tive, or so hard to achieve as to be irrelevant. In the former, people 
are changed and empowered by the knowledge and skills that they 
acquire. A skilled cabinet maker, printer or footballer is a person 
who has changed him- or herself by devoting him- or herself to the 
development of a skill, and made the possession of that skill into a 
way of life. In the latter, more traditional way of thinking about edu-
cation, a person is pretty much unchanged by his/her encounters 
with education. People acquire skills and knowledge, and as a result 
they are more skilful or more knowledgeable, but not much altered 
otherwise. Since education is about acquiring rather than becoming, 
external discipline is necessary to manage the learners, who are pre-
sumed not to be capable of managing their own development (since 
not much development is presumed to take place).

In terms of the distinctions that I have been describing throughout 
this book, the idea that knowledge and skills are things that can be 
attached to a pre-existing person is rooted in a materialistic view of 
learning. The person is an entity that new things are added to. In the 
alternative view, the person approaches education, in Dweck’s term, 
incrementally. They use learning to become different, and hopefully 
better people. The important aspects of learning are not the things 
learned, but the processes of self-control that are developed.

Education suffers from a double blow when it comes to seeking a 
way forward. In the fi rst place it appears that, although people have 
been thinking about, and studying, education for centuries, there 
seems to be very little agreement about what is currently known 
about education. One expert says one thing, another expert says 
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another. We should introduce our children to discipline; we should 
develop their creativity. They need to develop habits of good spell-
ing early; spelling does not matter so long as they can communicate. 
And so on.

In the face of this apparent disarray among specialists, everybody 
has at least some experience of education through their own encoun-
ters with it, either positive or negative. In consequence, everybody 
thinks of themselves as an expert, however naïve or misguided their 
notions of education are. So it is perhaps surprising that there seems 
to be something of a consensus on at least one aspect of the mind–
body problem among philosophers and psychologists of very differ-
ent persuasions. As I have indicated, most great thinkers on questions 
related to education have rejected the notion of materialism and a 
materialistic understanding of the mind and its operations.

As I mentioned previously, Popper takes a very strong stance against 
materialism. The essence of his argument is that there is something 
about our thoughts which is social or external. The critical, scien-
tifi c community has developed, and can further develop knowledge 
which he describes as having some kind of external reality.

While I do not particularly care for the word ‘reality’, that need not 
be an obstacle to acknowledging that our thoughts are constrained 
by what we know. We cannot, at will, decide that six is a prime num-
ber, or that the Earth is fl at.

We set up integrated ways of looking at the world, which certainly 
may be somewhat arbitrary. But once we have established them, there 
appear to be non-trivial consequences that we cannot avoid. We set 
up the rules that tell us how to draw a map of different countries, and 
how to colour them in, and it appears to us that it ought to be pos-
sible to prove that fi ve, and only fi ve, colours are necessary to colour 
in any map. But the development of that proof takes decades and the 
dedication of large numbers of mathematicians.

The important point about this is, from my perspective, not 
whether the proof is ‘real’, but the fact that it is, in some important 
way, beyond our control. Certainty that a proof has been produced 
does not come from any internal conviction, but from a social activity 
of demonstrating. The proof is valid or not valid, not on the grounds 
of how strongly it is believed, but on how it is developed logically.
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This partial autonomy of the products of our thoughts from the 
brain processes – or even the mind processes – that produce them, 
has important consequences for the mind–body problem. Most obvi-
ously it means that the content of our thoughts has to be judged by 
standards which are external, communal and, according to Popper, 
in some way objective. Even if I follow him only as far as ‘external’ 
and ‘communal’, it means that there is something more to the valid-
ity of a thought than just feeling it. It means that the neurons which 
fi re when I think that 6 times 8 is 42 represent a thought which is 
corrigible by those external standards. There is more to the thought 
than the fi ring of a neuron, or even millions of neurons. While drugs 
and other physical infl uences may be able to have an infl uence on 
whether I think that 6 times 8 is either 42 or 48, nothing can infl u-
ence which is the right answer, because its rightness lies somewhere 
beyond my own brain. Standards of judgement, rules of procedure 
and similar frameworks of judgement are beyond the scope of a 
materialist interpretation of the mind–body problem.

So it may be surprising to fi nd that this position is not very far from 
the stance taken by Wittgenstein and Malcolm from a perspective of 
linguistic philosophy, given that Popper was extremely hostile to lin-
guistic philosophy in all its manifestations.

Wittgenstein argued that a private language, a language used, 
applied, and importantly verifi ed by only one person, is impossible. 
We cannot, like Humpty Dumpty in Alice Through the Looking Glass, 
make words mean whatever we choose when we use them. Applying 
a word in a particular way carries public consequences and implica-
tions which cannot be denied. I cannot say that I am in pain, and 
give a broad, beaming smile. Or, at least, I can lie on one or two 
occasions, and say that I am in pain, and give a broad beaming smile, 
but if that is the only way that I ever use the expression you would 
be entitled to conclude that I did not understand what I was saying. 
Words have some public existence which has consequences that we 
cannot fully control.

It may be relevant to ponder one modern area where it is nearly 
possible to escape from the consequences of our language, in cyber-
space. I can ‘be’ a 15-year-old boy, or even a 15-year-old girl, in an 
alternative reality. I can learn the slang, follow the interests, create a 
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false persona. But nevertheless, when people who have created false 
personas in cyberspace meet, they are faced with the consequences 
of being real bodies, sometimes with tragic consequences.

Interestingly, recent research (Belkin et al., 2008) has indicated 
that people are more willing to lie in emails than they are when 
using other media of communication. Modern electronic means of 
communication introduce new concerns about the authenticity of 
the person communicating. A similar question arises when using 
computer simulations in teaching; since a computer can simulate 
anything, the question of truthfulness arises with particular force. 
Importantly, emoticons* are not a substitute for body language; they 
are a deliberate attempt to project an idea of what body language 
would be, encoded into a different form of language. This truthful-
ness gap in electronic communication may be very important and 
may ultimately indicate some kind of limit to electronic communica-
tion, a barrier to using only distance education mediated by modern 
technology.

In contrast with the consensus to be found among philosophers, 
however, we fi nd an entirely different consensus when we turn our 
attention to politicians, policy makers, parents and many self-styled 
experts on education. The idea of promissory materialism, or even 
current materialism, seems to have achieved something like the status 
of commonsense. We speak of skills and capabilities as though they 
could be broken down into their constituent elements and passed on 
to people. The curriculum should be ‘transmitted’. To practise a par-
ticular profession, a person must demonstrate that they have this list 
of competences, as though being a person was no more than having 
a bundle of characteristics.

It should be remembered that in complex, chaotic systems, whole 
systems have properties and abilities which cannot be derived from 
the constituent parts of those systems. When we produce a check 
list of capabilities that a teacher or doctor or computer programmer 
must have, we are apt to leave out those higher level characteristics 
that do not occur in the specifi ed list of capabilities. A ‘check list 
mentality’ arises when a person, institution or profession overlooks 

* Emoticons are symbols used to express emotions in texts such as emails, e.g. :-) or :-(
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those overarching but hard to identify qualities, when the wood can-
not be seen for the trees.

So, on the one hand we have the philosophers and educationists 
who wish to understand learning as a complex process through which 
a person can become the best they can, and on the other we have 
politicians and policy makers who, with the help of naïve materialists 
from the physical and medical sciences, seem determined to analyse 
education into its smallest components and control it. The irony is 
that those of us who take a non-material view of education know that 
the project of the materialists is doomed to failure.

A recognition that knowledge is non-material and socially held 
led Malcolm to conclude, under the infl uence of Wittgenstein, that 
dreams do not have a physical and temporal location the way other 
mental events do.

If I drive to work, it is possible to say exactly when I saw a traffi c light 
change colour, or observed a pedestrian on a crossing, and where 
those occurrences took place. But if I dream that I am looking down 
on my sleeping body, is that dream happening in my head? Or 6 feet 
above it? Does it happen at some point in the night when I show signs 
of rapid eye movement? Or does it happen later when I recall it? While 
there are answers to the set of questions about driving, there is no 
corresponding set of answers about the dream, because there are no 
social consequences of answering the question one way or the other. 
It means that, although we may talk about animals dreaming by way 
of analogy, we can only really talk about the content of dreams in the 
case of beings who are in some way able to report them.

This partial lack of connection between mental events and brain 
events means that the materialist project of ‘translating’ thoughts 
into patterns of brain impulses is doomed to failure. As Malcolm 
argues in the case of dreams, which cannot be directly equated with 
periods of rapid eye movement sleep, the social reporting of ideas 
and thoughts is more important than the brain activity that appar-
ently accompanies them.

Thus, from two very different perspectives, both Wittgenstein and 
Popper argue that the materialist project cannot be successful, and 
that thoughts are partially autonomous from the brain functions 
that accompany them.



148 Using the Medical Model in Education

It would perhaps be appropriate at this point to add a slight gloss to 
the word ‘partial’ in the expression ‘partial autonomy’. Clearly, men-
tal activity is associated with some brain activity. Neither Popper nor 
Wittgenstein would wish to argue that thought is possible without a 
brain. All mental activity is associated with brain activity. What they 
are denying, however, is that there is a simple, or identifi able corres-
pondence between a particular ‘atom’ of thought and a particular 
‘atom’ of brain activity, or the fi ring of specifi c neurons.

Popper goes further to say that while brain activity will accompany 
mental activity, the two should not be thought of as happening in 
parallel. His interest in stressing this point is to argue against what 
we might consider here a variant of materialism, namely epiphenom-
enalism. An epiphenomenalist argues that brain activity and mental 
activity are two facets of the same phenomenon which is only indir-
ectly perceived. As a result, either description is equally valid, but the 
two accounts refer to something that is essentially ‘the same’. The 
effect of this is to make one of the accounts, normally the account of 
mental processes, redundant. Popper claims that his previous argu-
ment, for the partial autonomy of the contents of thought, is as force-
ful in demolishing this argument as it was in the case of materialism. 
Popper argues for an interactionist model, in which thoughts can 
have an effect upon brain processes and vice versa, without either of 
them determining the other.

Finally, it is worth considering the perspective of a theorist who 
might be expected to be more rigorously materialist in his approach. 
Vygotsky worked under the infl uence of Marxist science, and was a 
dialectical materialist, which means that he started from a material-
ist position.

Vygotsky, as a pupil of Pavlov, argued that the basic or lower men-
tal functions derive from refl exes that we are born with. A newborn 
baby will turn his or her attention to a loud noise, will suck anything 
put into his or her mouth, and will curl his or her foot when the 
sole is tickled. These are fairly basic, physical responses to physical 
stimuli, and the neural pathways which are associated with them are 
both simple and relatively easy to identify.

When exposed to social interactions, however, babies are able 
to  re-programme their responses, or transfer them to conditioned 
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stimuli, as when sucking becomes associated with feeding and the sat-
isfaction of hunger, or the response to loud noises becomes attached 
to a mother’s voice, or the calling of the baby’s name. Gradually, 
the baby starts to incorporate socially conditioned responses into its 
mental repertoire.

Thus, while Vygotsky has a materialist starting point, and retains a 
materialist view of the lower mental functions, as soon as we come to 
higher mental functions we are dealing, according to Vygotsky, not 
with natural or physical brains, but with brains that have in some way 
been furnished with social and external tools and criteria.

Thus, if I see Arabic numerals (by which I mean numerals as cur-
rently used in Arab speaking countries) , I do not imme-
diately associate them with a specifi c number. I can with relatively 
little diffi culty transpose them to the numerals that I am familiar 
with. (  5 1,  5 2,  5 3, etc.) But they are not, at this moment, 
part of my mental furniture. Presumably, the numerals that I am 
so familiar with, and about which I do not even have to think, were 
once as unfamiliar to me as those that I regard as alien, but I have 
incorporated then into my thinking to such an extent that I cannot 
now imagine being without them.

I might once have had to count the symbols on a playing card to 
know what the meaning of the numeral was, but that was at a time 
long past. Numbers have become part of my way of thinking to such 
an extent that they appear to be natural to me.

And so, Vygotsky argues, it is with all our mental functions. They 
start off as external, social tools and symbols. We are presented with 
them by parents, friends and teachers. And eventually we incorpor-
ate them into our own way of thinking.

The parallels with Popper’s argument are striking. For higher men-
tal functions, what is important is that they have social application 
before they are associated with any brain function of mine. How they 
are embodied in the brain is unimportant compared to their social 
and interpersonal validity.

The consequence of this, however, is that we rarely, if ever, encoun-
ter a person in their ‘natural’ state, before they have started to 
develop their mind by adding in social and cultural symbols and 
ways of thinking.
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According to Vygotsky, the project of education is one of devel-
oping self-management, or as he described it ‘mastery’, by adding 
cultural ways of thinking to our natural ways of thinking. Thus, we 
internalize processes which we have fi rst encountered in our relation-
ships with other people, and develop ever improved ways of think-
ing. In this way we have a brain which is infi nitely superior to the 
brain of individuals who lived 2,000 years ago, even though it may 
not signifi cantly differ from theirs in its basic patterns of neural con-
nections. Our brains incorporate calculus, psychology, modern sci-
ence, technology, the internet and Google, and theirs did not. These 
cultural developments are added to our ways of thinking through 
childhood and into adulthood in developing ways of thinking. We 
internalize these processes that we see modelled in our surround-
ings, or in Vygotsky’s own words, ‘In general, we could say that the 
relations between higher mental functions were at one time real rela-
tions between people’ (Rieber, 1997: 103).

‘Is a new born baby a self? Yes and no. It feels: it is capable of feeling 
pain and pleasure. But it is not yet a person in the sense of Kant’s two 
statements: “A person is a subject that is responsible for its actions”, 
and “A person is something that is conscious, at different times, of the 
numerical identity of its self”. Thus a baby is a body – a developing 
human body – before it becomes a person, a unity of body and mind’ 
(Popper and Eccles, 1983: 115). While this sentiment seems very much 
in line with the sentiment of Vygotsky, that a person develops his higher 
mental functions over time and through interaction with others, these 
are not, in fact the words of Vygotsky, but the words of Karl Popper.

Thus I think that we can see something like a consensual, consid-
ered view of the development of the individual, and of education 
as a process which is primarily directed towards self-understanding, 
self-management and the development of improved and improving 
mental capabilities. While actual education frequently falls short of 
this, and while it seems to be increasingly common to speak of edu-
cation as a delivery process, education as self-development and self-
management is sometimes achieved in the best systems. The shame 
is that it so rarely forms the central focus of education.

However, I think that we might go further in describing how the 
brain and mind operate together, and how learning occurs. We are 
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helped in this process by the models that are available to us from 
chaos theory, or as I would prefer to describe it, complexity theory.

In this context, a complex system is one in which there are mul-
tiple feedback loops, so that through adding processes of negative 
and positive feedback, non-linear responses occur, where very small 
changes in the initial conditions can lead to very great differences in 
the outcomes. This effect, known as the butterfl y effect, is common 
in such complex systems as weather formations and the behaviour of 
large groups.

Complex systems also show other characteristic behaviours, includ-
ing emergent properties and recursive symmetries. Emergent proper-
ties arise because higher levels cannot be reduced, through a process 
of analysis, simply to what is happening at lower levels. The recog-
nition of a face may involve the recognition of other features, and 
in turn may rely on recognition of simpler patterns and shapes, but 
its recognition as a face transcends those components and becomes 
something else, a new level of understanding. This new level of activ-
ity is an emergent property. Recursive symmetries recognize that, 
because of emergence, what we see at one level in a complex system 
cannot be equated with what we see at a higher or lower level, but 
that similar patterns may nevertheless appear at different levels.

Popper and Eccles (1983) suggest that in the brain we are observ-
ing a complex system. The brain is composed of different levels of 
activity, and different modules that interact at different levels. Thus, 
those parts of the brain that are most directly related to receiving 
external stimuli seem to be dedicated to a specifi c purpose, and to 
respond in very predictable ways to those stimuli. When we see a 
symbol or hear a sound, particular areas of the brain become active. 
In that activity, some of the modular components apply positive feed-
back to stimulate a larger signal, while others apply negative feed-
back to damp out the signals.

Yet this by no means accounts for all the activity in the brain. There 
appear to be other areas of the brain whose function it is to integrate 
and organize the operation of activity at that lowest level. In this way, 
I am not consciously aware of sensations at particular points of the 
skin on my legs, or of issuing individual instructions to the innu-
merable muscles involved; I simply decide to go for a walk, and the 
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lower level functions are managed at a subconscious level (in normal 
activity).

And it appears that those higher level functions are in turn moni-
tored by yet other parts of the brain, the top-most level being respon-
sible for my consciousness of myself, or self-consciousness. These 
levels can pass instructions to other levels, so that I can concentrate 
on hearing a particular noise, or try to remember a particular tele-
phone number.

We can therefore, helpfully, think of the brain as a complex system 
that has various levels of activity and multiple feedback loops.

At the same time, we may think of the mind in a similar and separ-
ate way. Initial refl ex responses are modifi ed by the addition of con-
ditioned stimuli. These conditioned stimuli can be further refi ned, 
controlled by the addition of language, managed through moral, sci-
entifi c or other principles encoded in language, and so the processes 
of the mind become increasingly complex, with accreted layers of 
feedback.

When I was a toddler, if I was tired and frustrated, I could simply 
throw myself on the fl oor and scream and kick, and generally throw 
a tantrum. Today, much as I would like to do the same on occasion, 
I have to refl ect on how this would appear to other  people, which 
kinds of standards those people would apply, what I have learned 
about expectations that an adult should be able to manage their 
emotions to a great extent (though not, of course, perfectly), not 
to mention the future implications arising from the probable court 
case or admission to hospital.

The mind, too, is a complex system with multiple feedback loops, 
and levels that run all the way from my personal feelings to the 
system of government that I live within. In that sense I never now 
meet a stranger completely from scratch. We both bring to our fi rst 
meeting expectations about how a person who looks like this might 
be expected to behave, and which kinds of responses would be 
appropriate.

And as noted before, while these two complex systems, the brain 
and the mind, are in some ways related, and in some ways infl uence 
each other, that infl uence is not one of direct control or of identity. 
The mind and the brain follow different rules. The brain responds 
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in its own particular way to electrical and chemical stimuli, from 
outside, and from other parts of itself. The mind responds to other 
kinds of values and standards; values of logic, of plausibility, of ethics 
and desirability and so on. And, of course, drugs can only have a dir-
ect effect upon the brain, not upon the mind.

This construction, of the brain and mind as two separate, but 
interacting, complex systems, may seem unnecessarily complicated. 
But complexity theory solves some problems that arise in the context 
of normal mechanics. Popper appears to have been greatly exercised 
over the question of whether the possibility of the mind infl uencing 
the brain could lead to transgressions of the fi rst and second laws of 
thermodynamics. The fi rst law of thermodynamics is the law of con-
servation of energy, and embodies the idea that energy cannot be 
created or destroyed, or you cannot get something for nothing. The 
second law of thermodynamics deals with the tendency of processes 
to generate lost heat or increased disorder, measured by a growth in 
entropy. Having satisfi ed himself that the second law would not be 
fl outed, Popper then examined in some detail the question of the 
fi rst law.

For my part, I am not sure how important this is. The question 
arises from the issue of getting something for nothing, and the idea 
that the mental process or idea should not be able to initiate a phys-
ical process.

Popper argues, I think correctly, that this cannot be explained 
by the quantum uncertainties of modern physics, since thoughts 
are not random, but follow the purpose and logic of their own 
construction.

As I say, I am not sure that the question of the fi rst law of thermody-
namics is important, as I do not expect that the energy of movement 
of my car should be supplied by the force of my foot on the acceler-
ator; the petrol provides another source of energy. In that sense, the 
brain appears to have a constant involvement of energy supplied by 
respiration, that the thought might need to do no more than steer 
the outlet of that motion.

Popper seems to be close to that analysis, arguing that: ‘I may per-
haps mention again that in processes in which World 2 [the world 
of thought and inner experience] acts upon World 1 [the physical 
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world] we do not need to assume any more than that the physical 
magnitudes involved are as small as you like – that is, vanishingly 
small . . . thus they may possibly be below any measurement’ (Popper 
and Eccles, 1983: 545). But this maps directly onto the notion of com-
plex systems and the butterfl y effect. Large outcomes, paradigmat-
ically a hurricane in Texas, may be the result of vanishingly small 
variations, paradigmatically the fl ap of a butterfl y’s wing in Brazil 
that gives its name to the effect. And this is not simply the theoretical 
outcome of very small variations, but of variations that are in prin-
ciple below the level of measurement.

The consensus that is to be found among educationists, therefore, 
regards people as complex systems that are capable of being changed 
and developed through a process of engaging with their experience. 
In contrast with this, materialists are seeking a simple schema, a one-
to-one mapping of mental processes onto brain processes. Moreover, 
they expect that they will be able to describe a brain which retains 
constant, simple processes over a lifetime.

Again, I want to stress that this picture I am drawing of the propo-
nents of brain science as seeking simple, materialistic, even mechan-
ical answers is not, as it might appear, a distorted caricature. Much 
as I might like to exaggerate the hubris of brain scientists for effect, 
it would be extremely diffi cult to present their ambitions in more 
grandiose terms than they do themselves. Take, for example, a story 
reported in The New Scientist (Huang, 2008). This reported that brain 
scientists were now on the verge of a major breakthrough that would 
produce ‘a powerful, concise, mathematical law that encapsulates 
how the brain works’ (Huang, 2008: 31) – a sort of neurophysio-
logical equivalent of E = mc2. It turns out, however, that this new 
law is a version of the ‘Bayesian brain’ that has been developed by 
a scientist called Karl Friston. This is an idea that has been around 
for more than 20 years. And some experts ‘say it is hard to know 
whether Friston’s results are ground-breaking or just repackaged old 
concepts’ (Huang, 2008: 32).

In order to examine this, perhaps it is worth looking at the notion 
of the Bayesian brain more critically. Bayesian statistics has its ori-
gins in an entirely different problem, namely the question of how 
we come to know things, or the philosophy of scientifi c method. 
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 Bayesian statistics offer a solution to this problem – we estimate the 
probability of a future event on the basis of our current knowledge. 
Then we collect more information, by observing whether our ini-
tial prediction was true. In that process we arrive at better, meaning 
more probable, predictions, and repeat the cycle. In this way we are 
presumed to follow this process, gradually approaching certainty. 
Such an approach is a justifi cation for the idea that we learn through 
a process of developing habits of mind; if something works once, it is 
more likely to work on the following occasion.

There are problems with Bayesian statistics, the most obvious of 
which is that even after long periods of study we can discover that 
we were completely wrong. Or, to put this another way, we often 
maintain habits which turn out to be unproductive. Conversely, we 
appear, on happy occasions, to be able to learn something import-
ant without any need for repetition. So Bayesian statistics appears to 
be defi cient in a number of ways; it does not seem to hold together 
philosophically, and it does not appear to capture what we actually 
do when we learn something new. In consequence of this, it has been 
attacked very vigorously by Popper, who argued that Bayesian statis-
tics was simply a sophisticated restatement of the principle of scien-
tifi c induction.

It is not absolutely necessary to come to a conclusion on this 
question, although I certainly prefer Popper’s arguments on this 
question. What is crucial, however, is to note that this so-called 
‘breakthrough’ depends upon the application of a theory which is 
hotly contested. It is not quite as straightforward as it appears at fi rst 
glance.

There are two aspects of the critique of Bayesian statistics which 
are crucial in the context of learning. In the fi rst place, it appears 
that we can, and often do, learn from a single, critical event. In add-
ition, it does not seem that moving from one position to another of 
greater probability is necessarily a positive move; risk taking and 
the development of new lines of thought are crucial to long term 
advance.

What Friston adds to the standard model of the Bayesian brain is 
the concept of free energy, using this to describe the supposed brain 
mechanism of removing error by incorporating new information 
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into the brain’s estimates or predictions. Whether free energy is 
actually being proposed as a mechanism that explains this supposed 
tendency to reduce error, or whether the notion of free energy is 
simply another way of describing the process, is not clear, and leaves 
room for the doubt as to whether Friston’s ideas are new or are old 
ones repackaged. It is the difference between a model which may be 
helpful in explaining how the brain works and a supposed account of 
how it does work. As I have noted elsewhere (Turner, 2007: 21) scien-
tists are not necessarily as careful as they should be in distinguishing 
between these two.

But what this illustrates is that, even in The New Scientist, which is 
by no means as cavalier with its presentation of science as some parts 
of the popular press, a materialistic, mechanical interpretation of 
mental functions can be put forward as though it were part of a con-
sensus. This makes it easier to understand why many of those only 
peripherally engaged with education would adopt simplistic and 
materialistic interpretations of educational processes.

Of greater concern are those approaches which seem to be gaining 
increased ground among educators, which base their arguments on 
the supposed fi ndings of brain-science. A range of techniques which 
include the word ‘brain’ have been advanced as the new way forward 
to improve education. Brain training, brain-based education and so 
on are very much in vogue. So it would be appropriate to focus on 
some aspects of these approaches. I will focus, for the sake of this 
discussion, on the book Brain-Based Learning by Eric Jensen. In many 
ways this is a book which makes modest claims, and tries to deal with 
the evidence in a most responsible way. Even so, the sub-title of the 
book still proclaims it to be the ‘new paradigm of teaching’ – the 
book is not without ambition in relation to changing how we teach.

The book is set out in chapters, each of which aims to introduce 
an aspect of our understanding of the functioning of the brain, to 
develop this understanding to identify the implications for learning, 
and conclude with recommendations as to how a classroom teacher 
should structure his/her activities as a result. Because each chap-
ter follows this complex trajectory, it is worth looking at the argu-
ments in some detail. After all, if the book is successful it represents 
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a major step forward in terms of a materialistic understanding of 
brain function.

By way of illustration, I shall start by examining the third chapter 
of the book, ‘Brain dominance in learning’. This addresses the ques-
tion which has been raised already, that certain mental functions 
can be located in one hemisphere of the brain.

The fi rst point to note is that Jensen is by no means sensational-
ist in the presentation of evidence regarding lateral division in the 
brain.

Old myths die hard. Much of the original work of Nobel Laureate 
Roger Sperry, who discovered the functioning differences between 
left and right hemisphere of the brain remains valid today. But the 
spin put on his research also remains. Forty years after his discovery, 
we still hear people talk of ‘left-brained people’ and ‘right-brained 
people’, which is not just anatomically incorrect (unless one has a 
hemispherectomy), but can also be pejorative labeling . . . The pre-
vailing research in neuroscience avoids the defi nitive left-versus-
right labels. Scientists now use the term relative lateralization: the 
brain is designed to process spatially from left to right hemisphere, 
but it processes time (past to future) from back to front. In short, 
on any given day, you’ll use most of your brain, most of the time . . . 
It is an oversimplifi cation to say that an individual is left-brained or 
right-brained. We are all whole-brained (but see Figure 3.1 for a list 
of attributes that are characteristic of each hemisphere). (Jensen, 
2008: 19)

The language here is interesting. Jensen describes the most radical 
aspects of brain lateralization as ‘a myth’ – a myth that has been 
dispelled in very much those terms by both the TLRP (2007) and 
the OECD (2007). So what is clear here is that Jensen is presenting 
the actual state of knowledge in brain science in a careful way. The 
evidence for laterality is derived from patients suffering from such a 
radical, and literal, separation of the hemispheres that it is doubtful 
whether the experiments tell us much of value about normal sub-
jects, those who have not had a hemispherectomy.
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But in a move that is very reminiscent of promissory material-
ism, Jensen manages in a single sentence to assert that we are whole 
brained, and that, nevertheless, there is a relative dominance of 
hemispheres in relation to particular mental capacities.

Figure 3.1 lists the following characteristics of left-brain and right-
brain dominant learners:

Left-brain-dominant learners, more often than not, may
• Prefer things in sequence
• Learn best from parts to wholes
• Prefer a phonetic reading system
• Like words, symbols, and letters
• Rather read about a subject fi rst
• Want to gather related factual information
• Prefer detailed orderly instructions
• Experience more internal focus
• Want structure and predictability.

Right-brain-dominant learners, more often than not, may
• Be more comfortable with randomness
• Learn best from wholes to parts
• Prefer a whole-language reading system
• Like pictures, graphs, and charts
• Rather see or experience a subject fi rst
•  Want to gather information about relationships among 

things
• Prefer spontaneous, go-with-the-fl ow, learning environments
• Experience more external focus
• Want open-ended approaches, novelty, and surprises.

Source: (Used with permission of Corwin Press: from Eric Jensen, 2008 (2nd Edition) Brain-based 
Learning, page 20; permission conveyed through Copyright Clearance Center, Inc.)

The chapter continues with accounts of PET scans and EEG scans. 
These report the facts about the way certain parts of the brain seem 
to be activated in certain mental operations, but this is a measured 
presentation, and by no means dogmatic.
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The chapter concludes with a fi nal box, entitled, ‘What this means 
to you’, which makes the following practical suggestion for teachers 
in the classroom:

Provide learners with global overviews as well as step-by-step 
instructions. Represent the learning plan depicting the big picture, 
followed by details representing the subtopics. Alternate between 
the big picture and the details. (Jensen, 2008: 22)

What is remarkable about this is that the advice to alternate between 
the big picture and the details, which may indeed be very sound advice, 
has no discernible connection with the claim that the big picture is 
processed in the right brain and details are processed in the left brain. 
Its strength, if it has a strength, stands or falls on the basis of classroom 
experience. Alternating between big picture and detail simultaneously 
caters for individual differences, catering for those who prefer to receive 
the big picture fi rst and for those who prefer to get the details fi rst, and 
it also caters for the different aspects of each individual’s understand-
ing, and the eventual need to understand different levels of the topic 
being studied. And my own classroom experience, anecdotal though it 
is, disposes me to believe that it is good advice.

But, and this point is crucial, it would still be good advice if the big 
picture was processed in the toes and the details were processed in 
the ear lobes. Or, indeed, if specifi c mental functions could not be 
localized at all.

The brain science which is called upon to support the teaching 
method, which, in fact, is claimed to be the basis of the ‘new para-
digm of teaching’ is more or less completely irrelevant to the teaching 
guidance offered. Aside from the obvious damage which this does to 
the value that we attach to the logical construction of arguments, 
this book seems harmless enough. It advocates benign approaches 
to teaching, and it reports responsibly what the current state of brain 
science is. Unfortunately it asserts a link between those two functions 
which is completely unsupported.

A recent paper published in the Journal of Cognitive Neuroscience, 
entitled ‘The Seductive Nature of Neuroscience Explanations’, tested 
people’s evaluations of explanations that purported to account for 
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functions of the mind (Weisberg et al., 2008: 471–2). The authors 
found that people found explanations that included reference to 
neuroscience language and results were more highly regarded than 
those that did not, even when the content of the neuroscience added 
nothing substantive to the explanation. (To their credit, this effect was 
not found among neuroscientists, although it was even more marked 
in students of neuroscience than it was in the general public.) We 
perhaps need to be aware of this seductive nature of neuroscientifi c 
explanations when we read accounts that claim to design educational 
measures based on brain science, or when trying to understand how 
such accounts have such a strong appeal for the general public.

Let me stress again that, on the whole, I fi nd the practical sug-
gestions that Jensen offers measured and likely to promote good 
practice in the classroom. In some cases I would go further and say 
that I thoroughly applaud his conclusions. To take another example, 
Chapter 15 deals with motivation and rewards. Somewhat surpris-
ingly, it seems to me, Jensen concludes that extrinsic motivation has 
a negative effect on learning, and in the long run is detrimental to 
the personal development of the learner. I say ‘somewhat surpris-
ingly’ because this advice is diametrically opposed to the advice nor-
mally given in systems of behaviour management for teachers. On 
the other hand, it is strongly reminiscent of the argument that I put 
forward in relation to intrinsic and extrinsic motivation in a differ-
ent context (Postman, 1985).

However, Jensen buttresses his argument with a statement of the 
‘essential understanding’ in the fi eld of motivation:

The essential understanding here is that we are all biologically 
driven to seek out new learning. The human brain loves to learn; 
our very survival, in fact, is dependent on learning. Usually our 
motivation looks as if it is the pursuit of curiosity, novelty, social 
contact, food sources, shelter, and enjoyment. Learners have 
a built-in motivation that does not require a teacher’s input or 
manipulation to work. Our brains have hungrily absorbed infor-
mation, integrated it, made meaning out of it, remembered it, and 
used it at appropriate times for eons. At school, if we use our nat-
ural motivations and curiosity, we can expect students to learn bet-
ter and enjoy more. (Jensen, 2008: 119)
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I am really not sure that curiosity is a biological drive, or what is 
gained by stressing the naturalness, or evolutionary advantage, of 
learning.

Jensen supports his argument with a diagram of the brain, pin-
pointing the location of the thalamus, and the production of dopa-
mine. In a curiously structured discussion, Jensen suggests that 
external rewards (or as he would say bribes) follow a law of diminish-
ing returns. He develops this with the parallel that the body becomes 
habituated to a drug such as cocaine, and that the effectiveness of 
external rewards diminishes with use. For reasons which, I am afraid, 
are beyond me, he concludes that we should therefore rely on a dif-
ferent drug system, that of dopamine.

Let me say again, I agree very strongly with the conclusions that 
Jensen comes to.

Consider, for example, a school that is having problems with tru-
ancy and low attendance. The administrative staff decides, as an 
incentive, to reward those who come every day. Now each stu-
dent gets a reward for having 100 percent attendance during the 
month . . . Students immediately feel bribed for coming to school. 
They think, ‘The situation must be really bad for them to bribe us.’ 
But learners still respond to the rewarded behaviour. ‘It’s stupid, 
but we’ll play the game’, they say. Now school is about working the 
system instead of learning. (Jensen, 2008: 122)

I am fully persuaded by that argument, and I believe that it has been 
put forward elegantly and logically. But I cannot see what is added 
by discussion of the thalamus and dopamine. Extrinsic motivation is 
risky, whatever happens or does not happen in the brain.

Going through the book Brain-Based Learning (Jensen, 2008), this 
pattern is repeated again and again. Similar examples could be given 
in relation to the many different varieties of brain-based education 
or brain training.

However, although it happens that I agree with most of Jensen’s 
specifi c recommendations for classroom management, there is no 
reason to suppose that all recommendations derived from brain sci-
ence would be compatible with those derived by Jensen, or preferred 
by me.
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Since, as I have argued, there is little or no connection between the 
exposition of brain science and suggestions for teachers, reference 
to neurophysiology can be claimed as support for almost anything at 
all, in much the same way as, in formal logic, any statement can be 
derived from a contradiction.

It is diffi cult to say whether this line of argument might be the out-
come of a cynical attempt on the part of authors to advance prom-
issory materialism, or a pragmatic acceptance of the fact that many 
teachers seem to fi nd reference to brain science convincing, and that 
one might as well use that weakness of teachers to make sure some 
positive methods are adopted. However, my fear is that, in much the 
same way that extrinsic motivation damages intrinsic motivation, use 
of poor arguments undermines the strength of good arguments. For 
that reason I am arguing here that it is important to make clear the 
very weak links between brain science and classroom conduct.

As educators and as educationists, we need the courage to make plain 
that the ultimate test of educational recommendations, apart from 
their internal logic, is whether they work in the classroom. Whatever 
lights up, or does not light up, in a PET scan, the acid test for a rec-
ommendation to teachers is whether it has positive educational effects 
in the classroom, and the strength of educational evidence outweighs 
any amount of psychological or neuropsychological demonstration.

Throughout this exploration of the issues relating to the rela-
tionship between the brain and the mind I have stressed that there 
are two approaches – a simplistic, scientifi c approach and a philo-
sophical approach which engages the complexity of the actual situ-
ation. There is, however, a possible compromise, namely a scientifi c 
approach which embraces complexity. Such an approach is available 
to us in the form of complexity theory, or chaos theory as it is some-
times called.

The traditional approach employed in science is an analytical, or 
atomistic, one. The basic assumption is that complex phenomena 
can be broken down into their constituent building blocks, or atoms, 
and that once all of the atoms have been understood, they can be 
reassembled to produce an understanding of the whole.

Although I have described this approach as scientifi c, atomism has 
been much more widespread than that. It has also been a strong 
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infl uence in some philosophical approaches. In the context of under-
standing the workings of the mind, we have seen atomism employed 
to understand both the workings of the brain, and the working of 
the mind.

This atomism is at the heart of the project of promissory materialism. 
It breaks down the functions of the brain into the fi ring of neurons, 
and it breaks down the functions of the mind into such simple activities 
as laying down memory or recalling an item previously stored, or of 
atomic elements of perception. The fi nal stage of this project involves 
the connecting together of the atoms of brain function with the atoms 
of thought. If this project was achievable, the step from a dancing worm 
to the control of thought would be a simple and logical one.

The alternative insights offered by chaos theory can also be derived 
from aspects of a scientifi c approach, but the relationship between 
atoms and larger structures is quite different.

Chaos theory deals with the science of such phenomena as weather 
patterns, compound pendulums and various other systems. I have 
discussed elsewhere the possible application of complexity theory to 
educational phenomena (Turner, 2007).

Importantly, chaotic systems are those which involve multiple feed-
back loops, which give rise to the possibility that very small changes 
in state can produce very large differences in outcomes (the so-called 
butterfl y effect). In addition, complex systems demonstrate recursive 
symmetry, in which patterns at lower levels are repeated at higher 
levels, and emergent properties, or properties that are evident at 
higher levels but cannot be reduced to the sum of phenomena at 
lower levels.

Some indication of the import of these features can be given by 
considering the workings of a computer, which does not exhibit 
them. Thus, if we wish a computer to remember a number (which 
is all that a computer can remember) we have to instruct it what the 
number is, and, equally importantly, where to save it. (Obviously, as 
a mere typist, I do not actually have to decide, letter by letter, where 
the computer is going to save each letter that I type, either in the 
long run or the short run. Most of this process is handled automatic-
ally by the software that I am using, and I only have to remember the 
more gross descriptions that I give to the data, such as the name of 



164 Using the Medical Model in Education

the fi le.) Conversely, if I want the computer to retrieve a number for 
a particular purpose, I have to tell it where to fi nd that number.

In that very simple system lie huge possibilities for mistakes. The 
computer cannot possibly know whether the number that it retrieves 
when it goes to the address that it has been given is appropriate for 
the purpose that it is going to be put to. If it fi nds the number, it has 
to assume that it is correct.

What happens when I retrieve some data from memory, however, 
is quite different, as we can clearly see if we consider those occasions 
when we have to work hard to retrieve the memory.

I am trying, for example, to remember the name of an actor or actress, 
which just escapes me. I might be able to remember one or more roles 
they played in different fi lms. (I might not be able to remember exactly 
the titles of the fi lms, but I might remember the circumstances in which 
I saw them.) I may associate those fi lms with certain sights, sounds and 
smells, and with specifi c emotional responses, which might or might 
not be attached to the fi lm, or to the people that I saw the fi lm with, or 
with events connected with the fi lm.

I can remember, for example, that I saw the fi lm Bullitt, with Steve 
McQueen, in 1970, because the fi lm includes a famous car chase 
sequence, which had a particularly strong emotional effect on me 
because I went to see the fi lm a week after I had had a very serious 
car accident while driving my mother’s car.

Saving and retrieving memory, therefore, are not, as they are in the 
case of a computer, a simple system that involves placing one piece of 
data into one place and keeping hold of the address. Human mem-
ory is a whole range of memory processes that link several associated 
memories, not only the fact of the matter to be remembered, but 
details of how we learned it and other associated circumstances. In 
each of these memory paths there are branching cross connections 
and feedback, so that if we cannot remember the name of the actor 
or actress, we can try to reconstruct the memory from the clues that 
we can retrieve. We might even be able to make these hints explicit, 
and try to get somebody else to help us remember the name. When 
eventually we do remember, or somebody else suggests a name to us, 
we know instantly whether it is right or not, because all of the pieces 
‘come together’ to make an intelligible whole.
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Thus it makes sense to say of a person that he or she is trying to 
remember something. It makes no sense at all to say that a computer 
is trying to remember something. In the case of the computer, the 
programme is given an address where it can fi nd a stored piece of 
data. It goes to the address and retrieves the data, which can be right 
or wrong, appropriate or inappropriate, but it cannot be half remem-
bered, or only recovered by extended effort.

At the heart of human memory, and all human thought, is the 
process of making sense. Making sense is not a simple process, but 
is a complex process in which several, possibly many, parallel proc-
esses coincide. A sentence makes sense because the meaning of the 
words that compose it and the grammar and syntax of the sentence 
fi t together. But we also compare the meaning with the context, with 
our memory, our understanding of the character of the person who 
spoke it, our wishes and feelings. All of these come together for us to 
tell us whether the utterance makes sense, or whether there is some-
thing here that we need more information on.

Making sense, or comprehensibility, is a complex, emergent 
property. We are aware of occasions when we understood all the 
words that were spoken, but had no idea of what was being said. 
Comprehension cannot be broken down into its constituent atoms 
in that way. Mental processes and understanding are gestalt phe-
nomena, holistic phenomena, which cannot be subjected to an 
atomistic approach.

Similarly, brain function is a complex phenomenon that cannot be 
understood as the sum of the activity of individual neurons.

Brain and mind, therefore, match in the sense that they are both 
complex and chaotic systems which cannot be reduced to the activ-
ities of their component parts. And doubtless we will, in time, learn 
more about how they work together. But we will never be able to 
fi nd a direct correspondence between the functioning of the two, 
because in both the butterfl y effect is at work, where very tiny differ-
ences have a huge effect on the outcome.

A standard, atomistic approach, the traditional approach of sci-
ence, has looked at sequences of causation. Each event follows on, 
one after the other, like links in a chain. Mental processes, and we 
must suppose brain processes, do not work in that way.
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While working away at this chapter, the phone rings. A student is on 
the line, who wishes to discuss with me a piece of work that she has sent 
me. I turn my thoughts from what I had been thinking about with full 
concentration only a fraction of a second earlier, and try to remember 
what I can of the piece of work that I have read. She elaborates her 
themes, corrects my memory on a few points, and we agree a time and 
date to meet and discuss it more fully in the following week. I put the 
date in my diary, fi nish the telephone conversation, and hang up.

I take a few minutes reading over my last notes to work out what I 
was thinking about before the telephone call. And before long I am 
back in the train of thought that is where I was before, as though the 
telephone call had never happened. And, unless I have been visited 
by the man from Porlock, most interruptions will happen in this way, 
occurring but leaving very little trace on the processes on which they 
have intruded.

However, roughly a week later a glance at my diary will remind me 
of the agreement to meet, and I will go to the meeting to continue 
the conversation that was started in the telephone conversation.

In this way, human experience is typically not a single chain of 
events one causing the other, but intersecting and interrupting 
chains of events that ‘cause’ one another, and which are driven, each 
by its own internal logic or comprehensibility. I put ‘cause’ in quotes 
in this latter case, because it is clearly not the same meaning of the 
word that we normally employ where a complete chain of events links 
through from beginning to end.

But in this case, it is not the reading of ink marks in a book that 
makes me set off for a meeting. It is the fact that the words have 
meaning, not only in terms of what they say, or in terms of the fact 
that they are in my diary, or indeed that I can remember putting 
them into my diary. All of those things come together to create a 
meaning, and an understanding of the intention that I had when I 
put the date in my diary, even though I can see no obvious material 
link between one event and the other.

What people have in common is a very strong, possibly irresist-
ible, drive to make sense out of their experience. This means that 
meaning is the most important aspect of mental experience, but that 
meaning is least capable of being captured in a simple, an atomis-
tic or a materialist framework. Vygotsky has noted that psychology 
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which depends upon a simple stimulus response pattern is capable 
only of capturing those aspects of human endeavour which are clos-
est to animals (Reiber, 1997: 37).

That is to say, lower mental functions may be described and 
accounted for in terms of the material functions of the brain. If I hit 
my thumb with a hammer I may shout out and scream in pain. The 
outburst might be accounted for in terms of a response to pain. What 
I shout will be shaped by previous experience, cultural values, who is 
in earshot, who I think is in earshot, and a host of other considera-
tions which have an impact that cannot easily be described.

In this sense, speech is unlike any other activity. Not only is the 
meaning important and not aligned directly with any specifi c phys-
ical condition, but I hear what I say and there is immediate feedback 
as my own speech forms part of the input to my next thought.

This basic feature of speech, which is also a feature of thought, 
makes the sequence of thoughts ineffable.

Put in that light we can see how obsessed our society has become 
with a materialist approach to understanding our being. We believe 
that a person cannot understand him- or herself without being able 
to know his or her genetic parents, and possibly being able to trace 
his or her origins through many generations. We believe that genetics 
have an important, even dominant, role in defi ning our potential.

If we wish education to develop in a better way we need to address 
directly the central problem, namely that those who design our edu-
cational system, indeed many of those who take part in our educa-
tional system, do not really understand how it works. They believe 
that learning is a material process, when it is not. It is going to be 
hard work to persuade people that education is a process through 
which people acquire self-management; indeed, if we put it in 
Popper’s terms, it is the process by which physical bodies become 
a ‘self’. Above all, if education is about learners developing self-
 management, the most important fi rst step is that learners should 
understand that to be the case.

But perhaps equally importantly, we need to overturn the material-
istic understanding which is widely held, including by those who have 
political responsibility for regulating the state system of  education. 
Morris (2008: 9), a former Secretary of State for education in the 
UK, suggests that when politicians face a decision, and the evidence 
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contradicts their instincts or common sense, they are more likely to 
rely upon their instincts. The very fact that she presents the idea that 
a political choice might be a matter of instinct gives a hint that a 
materialistic viewpoint lurks in her formulation of political and edu-
cational processes:

And sometimes politicians have this battle between what the evi-
dence tells them and what their political instincts tell them and on 
most occasions they’ll back their political instincts more than they 
will the evidence; that’s the nature of being a politician. (Morris, 
2008: 9)

Although Morris goes on to note that this is specifi c to education, in the 
sense that in the area of health politicians are unlikely to get involved 
in the same level of detail, it is important to understand exactly what 
those instincts are. And this is especially true because, as I have noted, 
everybody believes that they know about education, and reliance on 
common sense, outdated practices or personal anecdotes is rife.

Introducing an educational system which focuses on changing 
 people for the better and developing self-management is extremely 
important. Society has moved on from a time when people could be 
forced to learn because those in authority said so. Teachers feel this 
loss of authority particularly keenly. But there is no going back. Nor is 
there any going back to the days when those who could not be forced 
into education could be expelled from it. Nowadays, everybody must 
be educated in order that they can survive in today’s complex society.

The way forward is to embrace the idea of an education for self-
management and self-development, and engage learners as active 
partners in designing their own education. But this will not be pos-
sible so long as a wider public thinks of education in material terms, 
as something that is done to them, as skills and knowledge (or worse 
still, certifi cates) that they acquire on their passage through school.

In this context, we can see how damaging demands for more and 
more externally imposed discipline are. They defer, postpone or 
abort the real project, which is the development of self-discipline.

And at the same time we need to be educating everybody else who 
has a stake in education.



Chapter 11

Conclusions

Overall, I have used the idea of ‘smart drugs’, medication that can 
enhance mental function, as a way of examining our assumptions about 
intelligence, learning and education in general. The most important 
fi nding was the very strong infl uence that promissory materialism has 
on thinking in this area. Even where authors are quite critical of a 
simplistic use of brain science, and even when they deliberately set 
out to dispel false ideas arising from neuroscience, they seem to fi nd 
it impossible to relinquish the hope that in some unspecifi ed future, 
near or far, brain science will provide all the answers that we need to 
understand education and learning. The idea that we are calculating 
machines and that biology is on the verge of providing us with the 
instruction manual dies very hard.

In contrast with this, the long history of brain science has been 
more notable for its failures than for its successes. With the benefi t 
of hindsight, and some distance, we can now see that phrenology 
was a misleading diversion from the road to understanding human 
development. What is less clear is whether we have really learned the 
lesson, or whether we are in danger of repeating similar mistakes 
with greater technical effi ciency.

The most sceptical voice is that of Bruer (1997), who argued that 
the idea that brain science could inform education was ‘a bridge 
too far’. But the implication of this is that the connection between 
brain science and psychology, and between psychology and educa-
tion, are not bridges too far. Psychology will one day be explained 
in terms of brain science, which is exactly the promise of promissory 
materialism.

That particular link is not central to my concerns. I do not believe 
that psychology can be seen as capable of reduction to a materialist 
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base, but if it can, that is simply another indication of the weakness 
of psychology. Vygotsky argued that one of the reasons why psych-
ology was so poor in explanatory power was because psychologists 
restricted themselves to a single, simple mechanism, mainly that of 
stimulus and response. He also argued that one consequence of that 
failing is that psychology is much more effective when dealing with 
lower mental functions – functions that are the most basic, instinctive 
and animal in us – than in dealing with higher mental functions. In 
short, if the bridge between brain science and psychology is sound, it 
is because it links to the least interesting parts of psychology.

I certainly do not wish to deny that there are more interesting parts 
to psychology, particularly in more recent developments in social 
psychology. But if psychology could be reduced to neuroscience, that 
would be because it was a very poor psychology indeed.

Looking at the second bridge, from psychology to education, that 
is a bridge that is of more concern to me, but it seems no more secure 
than the fi rst. Education is not a process that is concerned exclu-
sively with what happens in the consciousness of a single individual. 
Vygotsky reminds us that all higher mental functions start out as rela-
tionships between people. Learning and development depend upon 
social interaction and social context. Learning is not about the con-
tent of a single, isolated mind, much less about the connections of a 
single, isolated brain.

It is also worth noting that, from a very different perspective, Popper 
argued that our knowledge has an existence that is in some ways 
independent of our knowing it. Statements can be true or false, quite 
independently of how strongly we believe in them or how repugnant 
we fi nd them. Different pieces of knowledge, and the implications of 
different assumptions, interact and have consequences quite inde-
pendently of our convenience. Knowledge is not the sum total of what 
is held in our brains; it is something else beyond that. Consequently, 
learning cannot be a process of establishing the right connections 
between our neurons.

Yet we fi nd it very easy to talk as though it was our brain that 
needed educating rather than us. We are certainly comfortable 
about book titles such as The Brain’s Behind It, or The Learning Brain. 
And, thanks to Nintendo, the expression ‘brain training’ and the 



 Conclusions 171

idea that a young brain is better than an old one, seem to be entering 
the popular consciousness. We even see organizations, such as the 
International Brain Education Association, dedicated to spreading 
the word that what we need is better educated brains.

It is, of course, obvious, but nevertheless needs to be stressed, that 
brains do not exist in isolation. We learn and develop in social con-
texts, and what we understand is shaped by the way in which we learn 
it and the people who help us to learn. For this reason, education and 
an understanding of learning can never be reduced to psychology.

For the opposite reasons, education can never be reduced to soci-
ology either. Learning and education is not only or exclusively about 
the social, but also involves the internal, the mental process, and in 
particular the self-management of those mental processes. Education 
stands at the cusp between the personal and the social and cannot 
be properly understood if either of those aspects is omitted.

Again, the way in which Vygotsky explained learning, as involving 
fi rst an interpersonal cycle in which the individual can be helped 
and supported in a task, followed by an intrapersonal cycle in which 
the person has to decide for him- or herself how to incorporate the 
learning of the fi rst cycle into their personal frameworks for under-
standing, is helpful. Indeed, in performing this intrapersonal cycle, 
the person is developing their own person, providing the terms of 
reference within which they will exercise self-discipline.

This is not a negative comment, or a suggestion that education is 
too diffi cult to understand. On the contrary, it suggests that educa-
tion is a good and positive focus for social science research, as any 
problem that might arise in other areas of study must arise even 
more severely in education. This suggests that developing a better 
understanding of education may help in the development of other, 
and better, social sciences.

But having come this far, what stands out is the extent to which the 
contrary opinion dominates education policy and public pronounce-
ments on education. The idea that medical models are appropriate 
for educational settings is at the heart of any attempt to medicate 
ourselves to better ways of thinking. Attention Defi cit Hyperactivity 
Disorder is described as a medical condition which can be appropri-
ately treated with drugs. This ignores entirely the obvious fact that 
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failure to pay attention and an inclination towards restlessness are a 
perfectly appropriate response on the part of a normal human being 
to certain social settings. For me, that might be exposure to large 
amounts of soap operas and reality TV, or a pep talk on the import-
ance of commercial values to academe. For others it might be a pro-
fessorial lecture or having to read a book on brain science. But in 
neither case would medication be the appropriate response.

We are in danger of falling too easily into a mindset where learning 
is seen as being automatically better than not learning, and change is 
seen as being preferable to lack of change. Worse than that, we are in 
danger of stating that learning and changing are ‘normal’ states of 
affairs, and that failure to learn, or failure to change, is a symptom 
of some underlying malady or a sign of psychological or emotional 
weakness or immaturity. Learning and change are characterized as 
‘challenging’, and those who are unable to embrace them need sup-
port to overcome their emotional response to that challenge.

This involves a very serious narrowing of what counts as a normal, 
human response. There are some things that should not be learned, 
and there are some changes that should be resisted because they 
are unimportant, irrelevant or simply the refl ection of the latest fad. 
The idea that resistance to learning and change are symptoms of a 
medical condition is dehumanizing. In order to overcome this very 
prevalent trend in educational thought, we should, perhaps, seek out 
exemplars of heroic resistance to learning and/or change. We might 
start with Nelson Mandela’s refusal to learn that it was appropriate 
to base a society on racial discrimination. We might continue with 
Johannes Kepler’s refusal to learn that planets travel on unpredict-
able paths. And we might round off with consideration of George 
Washington’s inability to learn that a politician should be econom-
ical with the truth. No doubt, that is not the end of the examples, 
and the reader may have his or her own favourites.

We should therefore be seriously concerned about this approach to 
education as a physical, medical process. It is widespread – ‘Everyone 
knows you can prevent muscle loss with exercise, and use such activ-
ities to improve your body over time. And the same could be said 
for your brain’ (Nintendo, 2006) – but it is mistaken. It is based on 
the same thinking that leads us to believe that medication can be 
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effective in promoting better thinking. Both are rooted in a simplis-
tic materialism.

However, our concerns should extend beyond the question of 
whether some questionable classroom practices are gaining in popu-
larity, or whether some charlatans are growing rich from selling an 
attractive but useless recipe for improvement. The attitudes which 
make brain training attractive extend into a very wide range of pol-
icy questions, not least who is considered an appropriate ‘expert’ to 
comment on educational issues.

The radio programme, The Defeat of Sleep (BBC, 2007), which fi rst set 
me off on an exploration of the issues behind smart drugs, included 
commentary from a range of specialists. These included specialists 
in sleep disorders, animal psychologists, neuro-pharmacologists, 
psychologists, medical ethicists and parents. Notable for its absence 
was any perspective from a specialist in education. Almost by defi n-
ition, specialists in education are deemed to be non-specialists. It is 
another strand of promissory materialism that the knowledge held 
by teachers and educationists is due, shortly, to be overtaken by the 
knowledge provided by ‘hard’ scientists, at which point the public 
will have access to a full understanding of education, and the teach-
ers and specialists in education will be redundant. Nor is it enough 
that such action should be threatened for the future; in anticipation 
we already seek the views of other specialists on education ahead of 
those who actually work in schools and classrooms. We need, there-
fore, to be extremely wary of always thinking that other specialists, 
particularly doctors and psychologists, have direct access to some 
special understanding of educational issues.

These attitudes are multiplied through a process of funding 
research which itself relies upon expert opinion. You can be fairly 
sure that any proposed research which addresses questions of learn-
ing and teaching will be scrutinized by psychologists, who will be 
invited to give an opinion as to whether the proposal constitutes 
good research or not. Those who have most to gain, therefore, from 
an adherence to promissory materialism, and an acceptance of med-
ical models of development, have a powerful say in where money is 
invested for future research in education. It is perhaps relevant to 
compare the British Educational Research Association (BERA) and 
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the British Psychological Association (BPS). In 2007, BERA employed 
two members of staff, maintained offi ces in Macclesfi eld (BERA, 
2008) and published two regular journals, while the BPS employed 
127 staff, maintained its head offi ce in Leicester and regional offi ces 
in Belfast, Cardiff, Glasgow and London (BPS, 2007) and published 
a dozen journals. Of course, the interests and activities of the BPS are 
not by any means restricted to educational psychology, but this con-
trast does highlight rather dramatically the difference in resources 
which are available in the two fi elds of endeavour.

There are important dangers here, especially when the pursuit of 
research funding has become an end in itself, and not merely a means 
of securing resources for research, that funding will be diverted away 
from research that is of value for the practice of education and into 
areas that are of interest mainly to researchers in other fi elds. This 
is partly the case in relation to the involvement of psychologists in 
educational research, as psychologists tend to lean towards medical 
models of research themselves, and to have little interest in the more 
diffi cult areas of classroom research or the messiness of everyday 
educational settings. But it is, of course, much worse in the case of 
medical research. All of that work that is being done to use brain 
scans to identify which parts of the brain are active in which circum-
stances has to be paid for, and educational research can ill-afford 
the diversion of money and effort into areas that are of little current 
interest.

A cynic might suggest that promissory materialism was less of a 
research strategy, and more of a promissory note designed to transfer 
research resources from the cash-strapped area of educational research 
and into the resource-rich area of medical research. But whether that 
is a deliberate strategy or not, it should hardly be medics and psycholo-
gists who have the fi nal word on the transfer of that money.

However, this is not only about confl ict between cognate areas of 
the social sciences. We can see similar struggles fought out over ‘big 
science’ and ‘little science’ in such areas as physics and chemistry. 
Faced with the need to justify the expenditure of several million 
pounds of public money on research, government agencies fi nd it 
easier to contemplate large, high technology projects in preference 
to a larger number of small projects of lower technical status but of 
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higher social impact. In this way research on nuclear energy wins 
out over energy conservation measures, research on new drugs treat-
ments appeals more than preventative medicine and large scale 
urban restructuring looks more attractive than repairing the exist-
ing housing stock. The grand gesture appeals to politicians more 
than solid hard work below the radar of public attention, especially 
if it involves investment in shiny new technical equipment. The glam-
our of promissory materialism can be very persuasive.

On the other hand, there is little incentive or appetite for private 
investment in education, a sphere that is dominated by public institu-
tions. Research into a potential smart drug may lead to the opening 
up of a market of hundreds of thousands of dollars annually, quite 
apart form the legitimate use of that drug to treat Parkinson’s disease 
or senile dementia. Few areas of educational research can offer any-
thing like the returns available to pharmaceutical companies. And 
while there is little scope for private profi t to infl uence investment 
in educational research, the converse is not the case; government 
funding is often encouraged to fl ow into areas where there is pri-
vate investment. This can result in even less funding of educational 
research than would otherwise be the case.

The idea that intelligence has a basis that is purely physical, there-
fore, leads to damage at a number of levels in the education system. 
The most damaging, because the most widespread, is the fact that it 
supports the idea, accepted by many individual learners, that they are 
incapable. As Dweck (1999) has noted, those who believe that intel-
ligence depends upon some physical endowment that they lack, rap-
idly learn patterns of helplessness. Also at a personal level, although 
as yet, mercifully, on a less widespread scale, individual interventions 
to ‘treat’ learning disorders do untold damage. Rather than learn to 
accommodate difference, and fi nd a way where a broad range of tal-
ent can be recognized, we classify the abnormal as pathological, and 
set about its treatment.

Not, of course, that we are always logical in our educational pre-
scriptions. At the same time as doing untold damage to the self- esteem 
of young people, by explaining to them that they are incapable of 
learning without the support of drugs, we insist that everything pos-
sible should be done to boost the self-esteem of all young people. We 
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know, or think that we know, that high self-esteem is a characteristic 
of capable people, so we therefore conclude, quite wrongly, that if we 
boost self-esteem we will make people capable. Increasing people’s 
self-esteem will help their performance up to a point, but nowhere 
near as much as an accurate self-evaluation of their performance. We 
can all think of (at least a few) people who are brimming with self-
esteem, but who are fundamentally incapable in their professional 
area. If boosting self-esteem is an answer, it is at best a very partial 
answer, and runs the risk of infantilizing learners by suggesting that 
they cannot learn without the constant emotional crutch of praise.

But at a broader social and cultural level, promissory material-
ism can also do considerable damage, by diverting much needed 
resources away from education and into other areas of research 
which have not been shown to have any benefi cial effect on educa-
tion at all.

There is the further diffi culty that a pseudo-scientifi c association 
between mind and brain has the function of legitimizing certain activ-
ities over others in an unjustifi ed way. Thus, games that are seen as 
‘brain training’ come to be seen as legitimate, while those that are not 
come to be seen as ‘play’ and ‘time wasting’. I think that we need to be 
quite clear about this. I do not, in any way, object to the idea of games 
being educational, or of learning through play. But adults specialize in 
turning play into work for children. For example, Froebel structured 
the education of young children around a series of ‘gifts’, typically a 
set of wooden bricks that could be used in imaginative play to build 
a house, a ship, a shop, a dining room suite, a box of chocolates, in 
fact anything that a more fertile imagination than mine might like 
to envisage. But Froebel’s followers could not resist adding books of 
instructions, with blueprints, indicating exactly how the blocks could 
be used to build a palace, or an ocean liner. Those followers were, pre-
sumably, keen to promote effi ciency and ‘time on task’.

At which point it stops being play and becomes children’s work, and 
children are particularly adept at spotting that particular transition. 
Education cannot be improved by an effi ciency drive and a time and 
motion study. We all know that we learn best when we are not on task. 
The richest learning comes when we have prepared ourselves well, but 
are perhaps not concentrating too intently at the instant – perhaps 
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thinking about something quite different – when suddenly we have 
an insight that makes everything much clearer. Sleep may also play 
a role in this process, as when we fall asleep thinking about a prob-
lem. We do not, however, learn while we are asleep; we learn when 
we wake with a new idea to try out, and refl ect consciously on the 
application of that idea. So, for example, I may fall asleep after an 
extended search for a book, and wake with a new thought about a 
place where I might look for it. My learning comes from going and 
checking whether the book is where I dreamt it was, not from my 
dreaming about the book. Learning is a process of developing self-
management through a sequence of personal experiences.

Anything that suggests that learning can be, or should be, an effi -
cient process that is disconnected from experience is likely to have a 
damaging infl uence on education at all the levels described above. 
That would include everything from the notion that we can measure 
intelligence independently from the experience of the person con-
cerned to the idea that people can learn effectively without refl ection, 
perhaps while unconscious in sleep. But of all of those simplistic, and 
damaging, approaches to education, the most damaging is that intel-
ligence can be boosted pharmacologically, and that thinking better 
is about increasing the connections between neurons in the brain.

People are complex, self-regulating systems with multiple feed-
back loops. This means that it is impossible to predict precisely what 
anyone will do in particular circumstances. I am not sure what that 
means for the future of educational research or for the opportun-
ities that are available to improve educational practice. What I am 
clear about is that thinking of ourselves as any kind of calculating 
machine is going to impede our progress along that path. And the 
belief that a pill can be used to make us smarter is a symptom of how 
little we have understood about how we really do learn.
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